Practical Machine Learning

Generative Adversarial Network
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Face Generation

Source: https://thispersondoesnotexist.com/

Karras, Tero, et al. "Analyzing and improving the image quality of stylegan." Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 2020. DOI: https://arxiv.org/abs/1912.04958
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Style Transfer

Labels to Street Scene Labels to Facade BW to Color
h %
= = I F ﬂ
s - L 1T 1 T R I J e
inpu outpu
P Aerial to Map P
input output input output
Day to Night Edges to Photo

input - ‘ output mput output input output

Figure 1: Many problems in image processing, graphics, and vision involve translating an input image into a corresponding output image.
These problems are often treated with application-specific algorithms, even though the setting is always the same: map pixels to pixels.
Conditional adversarial nets are a general-purpose solution that appears to work well on a wide variety of these problems. Here we show
results of the method on several. In each case we use the same architecture and objective, and simply train on different data.

Isola, Phillip, et al. "Image-to-image translation with conditional adversarial networks." Proceedings of the IEEE
conference on computer vision and pattern recognition. 2017. DOI: https://arxiv.org/abs/1611.07004
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Generative Adversarial Network
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Generative Adversarial Network
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Generative Adversarial Network

Generates a new sample
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Is the sample real or fake?



Generator Training

Backpropagation Generator
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Discriminator Training
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Training

During the training process the generator and the
discriminator improve each other by both getting better each
trying to outperform the other model.



What is a good Generator?

In the end the generator is should be so good to fool the
discriminator. Thus, the discriminator needs to guess fake or
real (accuracy is ~.5).



Conclusion

Generative Adversarial Network
= Generator

= Discriminator

= Generator tries to outperform the Discriminator to detect is if
it is a real or fake image
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