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Figure 1: F-formations of two people: (A) face-to-face conversation, (B) l-shape, e.g., interacting together on an object, (C) side-
by-side, e.g., watching a movie, (D) back-to-back. Examples for sound zones: (E) lecture, (F) lecture and dialog, (G) lecture and
discussion. Different sound zones are depicted by the colored-fill of silhouettes (green vs. blue).

ABSTRACT
Directional audio is key for fluent conversations in the virtual world.
To allow directional audio, F-formations (facing formations) are
core to understand the constellation between conversation partners.
We present our approach to developing a sound concept in Social VR
based on F-formations. For this, we introduce several F-formations
and explain requirements for the sound design. We discuss our first
experiences in observing several communication situations.

CCS CONCEPTS
• Human-centered computing → Virtual reality; Collabora-
tive and social computing.
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1 INTRODUCTION
Currently, the main focus of virtual environments is on the visual
component while the auditory component is unexplored [7]. While
spatial audio has been explored in virtual reality (VR) [3, 13], we
argue that spatial audio is especially important for Social VR envi-
ronments. Here, different sound settings are applicable to communi-
cate with others, e.g., a megaphone that can be heard by everyone,
or loudness which decrease with distance. However, in Social VR
there are a lot of communication situations where these settings
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are not sufficient. Besides the distances, the relative orientation and
thus physical arrangement of humans to each other is important
[9]. Such facing formations, called F-formations, are subject of soci-
ological research and are influenced by the task that people want
to do together (e.g., competitive, collaborative, or communicative)
[6, 9, 12]. Figure 1 (A-D) shows four examples of such F-formations
for two people; however, their voices can be a problem for others
[4]. Key in this is that on nonverbal behavior aligns with intimacy
[14] of the social interaction. This is typically done by means of
distance [5], orientation [10] and gaze [11]. Interestingly, gaze pro-
duces higher levels of intimacy and therefore [1], which has also
shown to persist in virtual environments [2]. How such psycholog-
ical variables can be integrated into the soundscape of social VR
has yet not been tested. Thus, sound concepts are needed that can
facilitate social interaction but also suit the social setting.

2 COMMUNICATION SITUATIONS
We identified several typical situations that are possible in Social
VR, e.g., (1) lecture: one person is speaking to a group of people,
(2) dialog: two people are speaking to each other, (3) discussion:
three or more people are speaking with each other. Each of these
situations need their own sound design: In situation (1), one person
should be audible for all other people. In most cases, a dialogue (2)
should only be audible by the interlocutor to not disturb the others.
When another person joins them, a discussion situation (3) arises.
Here, we want to investigate for which distance and orientation the
third person has to be involved in the conversation. Then, we want
to introduce sound zones where only the voices of people one wants
to follow can be heard (Figure 1, E-G) allowing multiple groups for
people to communicate within one larger space. The affiliation to a
certain zone can change over time. For instance, while listening to
a lecture it may be necessary to communicate with the neighbor
for an interactive part. Thus, different interactions are suitable for
different proxemic zones [5].
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Figure 2: Our observations inAltspaceVR: discussion situationwith 12 people (left), several dialogueswith two people each and
one group of three people (middle), discussion situation with 12 people in a bigger room (right). Every participant is wearing
a cap, which helps to identify the viewing direction.

3 APPROACH
It would be burdensome to change the sound zone every time man-
ually in a menu. To improve VR communication, it is desirable
that the VR system recognizes the communication situation and
automatically changes the sound design. We intend to use machine
learning to categorize the situations. For this, several important
characteristics have to be analyzed: position, distance, and orienta-
tion [8].

4 FIRST EXPERIENCES
In our first experiments, we recognized that the more people were
involved in a discussion, the greater the gaps. The distances were
larger than we are used to in the real world, where we can perceive
in a range of about 180° whether other people are present. Because
the field of view (FoV) of Head-Mounted-Displays (HMDs) depends
on the device specs and personal factors as eye positions, we mea-
sured the FoV which showed that all measured FoVs were less than
90°. In interviews, the participants reported that they had the desire
to see all the group members in the FoV. Because the FoV in HMDs
is smaller than in the real world, people took a step back so that
they could see the others. As a result, they left the FoV of other par-
ticipants, who then also stepped back. This process continued until
everyone was near the wall (Figure 2 left and right). Such aspects
which depend on the used hardware has to be taken into account
when analyzing the conversation situation and to determine the
necessary sound zone.

5 CONCLUSION
We conclude that Social VR needs sound concepts that automatically
adapt to the respective conversation situation in the future. Our
first results show that presented approach can improve the user
experience in Social VR essentially. In the next steps, we want to
take our concept further by implementing and evaluation it with
users.
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