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ABSTRACT 
We are constantly surrounded by technology that collects and pro-
cesses sensitive data, paving the way for privacy violations. Yet, 
current research investigating technology-facilitated privacy vio-
lations in the physical world is scattered and focused on specifc 
scenarios or investigates such violations purely from an expert’s 
perspective. Informed through a large-scale online survey, we frst 
construct a scenario taxonomy based on user-experienced privacy 
violations in the physical world through technology. We then vali-
date our taxonomy and establish mitigation strategies using inter-
views and co-design sessions with privacy and security experts. In 
summary, this work contributes (1) a refned scenario taxonomy 
for technology-facilitated privacy violations in the physical world, 
(2) an understanding of how privacy violations manifest in the 
physical world, (3) a decision tree on how to inform users, and (4) 
a design space to create notices whenever adequate. With this, we 
contribute a conceptual framework to enable a privacy-preserving 
technology-connected world. 

CCS CONCEPTS 
• Security and privacy → Human and societal aspects of se-
curity and privacy; • Human-centered computing → Human 
computer interaction (HCI). 
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1 INTRODUCTION 
Usable privacy research has long focused on improving privacy 
communication in the online world as it recognizes the need to 
inform users when sensitive data gets stored and processed. How-
ever, technology has long moved into the physical world: Walking 
on the street and getting recorded by CCTV cameras, paying at 
the supermarket with a debit card, talking to a friend next to a 
smart speaker, or merely sitting beside someone who uses their 
smartphone – all these situations are commonplace but involve tech-
nology with sensors and capabilities to collect and process sensitive 
information. Hence, it should be common practice to inform users 
about possible privacy violations to hand them back control over 
their personal data. However, we currently lack an encompassing 
understanding of which technology-facilitated privacy violations 
users experience in the physical world. Consequently, we require 
establishing methods to provide users with privacy information in 
these diverse contexts. 

Research investigating privacy in the Internet of Things (IoT) 
mostly refers to the IoT as a whole while not naming concrete 
scenarios and situations [14, 19, 65] or inquires users about a pre-
defned set of scenarios and parameters selected by researchers [13, 
22, 39]. Yet, there is scattered research on concrete privacy viola-
tions in the physical world through technology, such as shoulder 
surfng [17, 53], public CCTV cameras [11, 57], or smart home de-
vices [2, 38]. So far, only Chow et al. [13] tried to create a more 
holistic description by envisioning fve contextual parameters for 
privacy-relevant scenarios in the IoT. However, they are neither 
validated nor can they cover an encompassing space of privacy-
relevant interactions in the physical world with technology. Since 
there currently is no encompassing understanding, the eforts to 
create privacy notices in the physical world lack substance. Feng 
et al. [19] constructed a design space limited to the privacy choices 
in the IoT. Others elicited possible mechanisms to communicate 
privacy for IoT devices in the smart home [70], created a Privacy 
Nutrition Label to support users during the purchasing stage [18], 
or compared diferent prototypes of concrete mechanisms [61]. 
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However, we still require a general design space to create efective 
mechanisms for privacy-relevant interactions with technology in 
the physical world to overcome these limitations. 

This work creates efective mechanisms using an online survey 
and expert interviews. First, to understand which situations require 
privacy notices, we conducted an online survey (N=100) in which 
we probed participants for privacy violations in the physical world 
through technology. Based on the gained insights, we constructed 
an encompassing scenario taxonomy for user-experienced physical-
world privacy violations. Second, we conducted interviews (N=10) 
with privacy and security experts from industry and academia, in 
which we asked them to design privacy notices using the new sce-
nario taxonomy. Thus, we validated our proposed taxonomy and 
established mitigation approaches for the most relevant scenarios. 
Based on these insights, we refned our proposed taxonomy and, 
through analyzing the experts’ designs, provide guidance for mit-

igating technology-facilitated privacy violations in the physical 
world. In detail, we gained an understanding of how privacy vio-
lations manifest in the physical world, composed a decision tree 
on how to inform the user, and lastly, extracted a design space to 
develop notices. 

Our contribution is fourfold. To the best of our knowledge, this 
paper is the frst to construct an encompassing and validated (1) 
scenario taxonomy for user-experienced privacy violations in the 
physical world through technology. This taxonomy will help de-
signers understand which situations require close consideration 
of privacy mechanisms. Moreover, to establish efective mitigation 
approaches, we contribute three additional conceptual tools: (2) the 
dimensions of privacy violations, (3) a decision tree to decide on 
the best privacy-preserving mechanism, and (4) a design space to 
develop notices. As such, we contribute a conceptual framework al-
lowing designers and developers to address users’ privacy concerns 
in the physical world. 

2 RELATED WORK 
We frst describe prior research on privacy violations and point out 
the gap regarding technology-facilitated privacy violations in the 
physical world as they are experienced from a user’s perspective. We 
then refect on how these privacy violations are currently mitigated 
and explain why we need more research on mitigating privacy 
violations in the physical world. 

2.1 Understanding Privacy Violations 
An extensive body of research focuses on privacy violations in 
the online world. This includes research on privacy violations in 
social networks [28, 30, 31], through online photo sharing [26, 27], 
and privacy violations caused by smartphone sensors [10], notifca-
tions [64], and apps [51]. 

Research investigating privacy violations outside the online world 
is focused on multiple specifc violations. One area of interest is 
public flming and surveillance through CCTV cameras [11, 57] 
or drones [63, 72]. Also, violations related to shoulder surfng, i.e., 
someone gaining illicit access to sensitive information by observing 
a private display, have been thoroughly investigated, e.g., [17, 53]. 

Due to their placement in the most intimate spaces, privacy vio-
lations related to smart home devices have also experienced sig-
nifcant uptake. Such research includes investigating the privacy 
expectations of smart home visitors [36] and bystanders [71], as 
well as research on violations caused by listening devices, such as 
smart home assistants [1, 54]. Specifcally, Barbosa et al. [3] found 
that users were most uncomfortable with information fows that 
allow conclusions about demographics or that monitor communica-

tions or lifestyles. Moreover, Lafontaine et al. [33] found that users 
were primarily concerned about smart home devices transmitting 
data without consent or having security loopholes. Lau et al. [34] 
found that privacy concerns are one of the most signifcant reasons 
for not using smart speakers. In this regard, users reported being 
mainly concerned about the devices always listening and that data 
might be used for targeted advertising or shared with third parties. 
In addition, a survey by Windl and Mayer [68] showed that users’ 
concerns vary by device and sensor type. While users are most con-
cerned about microphones and cameras, they have few concerns 
regarding motion or temperature sensors. 

While most research investigating privacy violations in the physi-
cal world is scattered across multiple specifc areas, there is research 
employing a more holistic approach. Oates et al. [42], for exam-

ple, investigated the diference between laypersons’ and experts’ 
mental models of privacy by analyzing drawings to the prompt 
"What does privacy mean to you?" Even though the question was 
framed quite openly, people equally often drew concepts related 
to physical privacy as they drew concepts related to technology-
facilitated privacy, surfacing the signifcance of protecting users’ 
privacy across both areas. Gerber et al. [23] conducted interviews 
to investigate users’ mental models of privacy consequences and 
their obstacles and strategies for privacy protection. They found 
that most users are unaware of possible consequences and refrain 
from protecting their privacy as they fnd it too complicated or lack 
the necessary knowledge. Naeini et al. [39] conducted a large-scale 
online vignette study to learn about peoples’ privacy expectations 
and preferences in the IoT. They found that privacy concerns vary 
depending on the context, such as the type of data collected or the 
location of the collection. For this, they presented their participants 
with 14 pre-defned vignettes and parameters that the researchers 
hypothesized would infuence peoples’ privacy preferences. While 
this approach allowed the researchers to quantify their results, it 
restricted the users’ responses to the selected scenarios. Similarly, 
Gerber et al. [22] did a large-scale online survey investigating how 
users’ estimation of the probability and severity of nine risk sce-
narios difered depending on how concretely the scenarios were 
described. They found that users underestimate the privacy risks 
posed by abstractly described scenarios. However, the users’ re-
sponses were yet again restricted to the scenarios selected by the 
experts. Furthermore, Chow et al. [13] envisioned a set of fve con-
textual parameters to describe privacy-relevant interactions in the 
IoT: Where the data is collected, what data is collected, who collects 
the data, the reason for the collection, and the persistence of the 
data collection. They built scenarios using these parameters to ask 
participants in interviews for their perceptions. They found that 
mainly the purpose of the tracking and the entity collecting the 
data infuenced participants’ perceptions. However, those param-

eters were again envisioned by researchers and are not based on 
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experienced privacy violations. As such, they are neither validated 
nor encompassing. Moreover, Solove [58] constructed a compre-

hensive taxonomy of privacy harms to understand which activities 
invade people’s privacy and ultimately evaluate the efectiveness 
of privacy protection measures. Solove [58] describes the problem 
space along the four axes of information collection, information 
processing, information dissemination, and invasion. While Solove 
[58] provides a useful taxonomy helping us gain a detailed under-
standing of privacy-violating activities, it was likewise envisioned 
solely from an expert’s point of view. 

The described works are valuable to understand and especially 
quantify insights related to users’ perception of privacy violations. 
However, all prior investigations either did not explicitly focus on 
privacy-violating scenarios users experience in the physical world 
or were restricted to the parameters and scenarios selected by re-
searchers. This means they do not necessarily refect actual privacy 
violations experienced by users, nor can they cover the diverse land-
scape of technology-facilitated privacy violations. Consequently, 
we address this research gap with our frst research question (RQ1): 
In which situations do users feel privacy violated in the physical world 
through technology? 

2.2 Mitigating Privacy Violations 
Already in 2008, Spiekermann and Cranor [59] proposed a frame-

work that distinguishes two general approaches to mitigate privacy 
violations: privacy-by-policy and privacy-by-architecture. While 
privacy-by-architecture aims to design a system in a way that does 
not harm users’ privacy in the frst place, e.g., by minimizing the 
collection of sensitive information or anonymizing data, privacy-
by-policy aims to protect users’ privacy by implementing the prin-
ciples of notice and choice. While they conclude that privacy-by-
architecture should generally be preferred as it provides a higher 
level of privacy, many businesses choose to implement privacy-by-
policy as it does not interfere with their business model of collecting 
extensive amounts of user data. 

Research and lawmakers have long recognized the need to in-
form users about data practices when sensitive information gets 
stored and processed in the online world. As a result, legal require-
ments, such as the General Data Protection Regulation (GDPR), EU’s 
ePrivacy Directive (EPD), and the California Consumer Privacy Act 
(CCPA) exist to prescribe how users must be informed about pri-
vacy regulations [46–48]. Privacy policies and cookie banners are 
two current eforts to meet these requirements. However, prior 
research found that privacy policies have several hurdles, such as 
their length [37, 43], difcult legal language [35], and abstract word-
ing [50], which leads to people fnding them overwhelming [45] 
and ultimately making privacy policies insufcient in providing 
users with notice and consent. Therefore, the community focused 
on improving them either through developing standards [52] and 
guidelines [49, 55] or supportive tools and visualizations [32, 62, 66]. 
One example deployed in practice is a visualization developed by 
Kelley et al. [32] that adopts the principles from nutrition labels for 
privacy policies. Apple and Google meanwhile require all apps in 
their app stores to have such Privacy Nutrition Labels1, even though 

these labels recently experienced criticism as they are not promi-

nently placed, use confusing terminology, and are inconsistent with 
the apps’ privacy policies [15]. Another promising example are Con-
textual Privacy Policies that, along with the principle of Contextual 
Integrity [40], provide only the relevant snippets from the privacy 
policy in the context where they are relevant [66]. In contrast to 
privacy policies that mostly have to be actively retrieved, cookie 
banners are automatically displayed and require the users’ active 
consent. However, most use dark patterns to nudge users towards 
consenting to the less privacy-preserving options, such as hiding 
privacy-controls at the end or on a sub-page [24, 25, 41]. Here, 
Nouwens et al. [41] found that if navigating to a control option 
took efort, they were seldom used. On the other hand, if granular 
control options were available right away, user consent decreased 
by 8-20 percentage points. As such, communicating privacy on-
line has been thoroughly investigated, and protecting users is even 
required by law. 

Common modern personal computing devices, e.g., smartphones, 
laptops, and computers, are equipped with sensors that can col-
lect sensitive data, making protecting users’ privacy even more 
important. Although manufacturers recognized this need and im-

plemented control options, research found that most users do not 
know where to fnd them or how to use the settings efectively 
to protect their privacy [6, 16, 20]. Thus, recent research is ac-
tively investigating how to improve the communication of privacy 
information, for example, by developing supplementary apps or 
integrating privacy dashboards [4, 21]. As long as users stay on web-
sites or apps, the privacy concerns are limited to the online world. 
However, the boundaries between online and physical worlds can 
easily overlap, for example, when the phone is used to take pictures 
in public or when a voice assistant recognizes voices. 

In regards to privacy in the physical world, research has paid 
special attention to smart homes. Here, data gets collected in the 
most intimate spaces and, thus, is subject to even higher expecta-
tions [3, 34, 44]. Through a co-design study, Yao et al. [70] investi-
gated how users design privacy mechanisms in smart homes and 
found that they relied on rather simple strategies, such as discon-
necting from the internet or introducing a private mode. Thakkar 
et al. [61] developed and compared four diferent visualizations, in-
cluding ambient smart lights and a privacy dashboard. They found 
that diferent visualization have diferent pros and cons and, thus, 
are suitable in diferent contexts. While the ambient light, for exam-

ple, provided unobtrusive information, the data dashboard enabled 
detailed insights. However, smart devices are not only present in 
homes but can meanwhile be found in nearly all areas of daily 
life. Personalized privacy assistants have been recommended as an 
efective means to communicate privacy information in the IoT [7]. 
They are envisioned to learn the users’ privacy preferences, adjust 
settings automatically, and make privacy-relevant decisions on the 
user’s behalf. Users were generally positive about personalized pri-
vacy assistants but also expressed concerns regarding balancing 
having more awareness and control while not being overwhelmed 
by notifcations [14]. To create a more holistic understanding, Feng 
et al. [19] constructed a comprehensive design space for meaningful 
privacy choices in the IoT with fve dimensions: type, functionality, 
timing, channel, and modality. However, this space is limited to 
privacy choices. 

https://www.apple.com/privacy/labels/
https://blog.google/products/google-play/data-safety/
https://blog.google/products/google-play/data-safety/
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In sum, research has intensively investigated how privacy can 
be protected online, as preserving users’ privacy is even prescribed 
by law. However, in regards to mitigating privacy violations in 
the physical world, current research is scattered and focused on 
specifc use cases, such as smart homes. Consequently, we still lack 
an encompassing understanding of how to protect users’ privacy in 
a multitude of other scenarios in the physical world. Therefore, we 
ask the research question (RQ2): How can we efectively mitigate 
privacy violations in the physical world? 

3 UNDERSTANDING USERS’ 
PHYSICAL-WORLD PRIVACY NEEDS 

Prior work investigated users’ privacy concerns using diferent sce-
narios and parameters. However, these factors were all constructed 
by researchers, and the investigations were limited to the selected 
scenarios, see Section 2.1. In contrast, we aim to construct a more 
extensive taxonomy of technology-facilitated privacy violations 
in the physical world, as they are experienced from a user’s per-
spective. With this, we want to understand which scenarios users 
perceive as privacy-relevant and, thus, require efective mitigation 
approaches. We conducted an online survey on Prolifc to answer 
our frst research question (RQ1). We provide all participant re-
sponses to fellow researchers upon request. 

3.1 Survey Construction 
In our survey, we asked participants to provide at least three scenar-
ios but as many as they could. We asked them to envision possible 
new scenarios if they could not remember three they had experi-
enced. See Appendix A for the complete questionnaire. 

We frst created an initial draft with a set of questions that we 
piloted with colleagues (N=6). As we did not want to bias our 
participants to get a most encompassing set of diverse scenarios, 
we did not provide concrete examples of privacy violations in the 
physical world. However, without concrete examples, it was hard 
for our participants to grasp the meaning of privacy violations in the 
physical world. Therefore, we added a short introductory paragraph 
describing what privacy violations in the physical world mean – 
as concretely as necessary but as vague as possible. Next, we did 
a second round of testing with members of our university (N=42). 
Now, the main problem was that participants frequently provided 
scenarios that referred to the usage of web pages or apps or were 
very vague in their responses. Therefore, we added several times 
throughout the survey that we do not refer to privacy violations 
caused by web pages or apps and added more detail to our question. 
Ultimately, the fnal questionnaire consisted of three blocks: 1) an 
informed consent form, 2) demographic questions, and 3) the main 
questions of the survey. After we piloted this fnal set of questions 
on Prolifc (N=24), we received sufciently concrete responses. The 
wording of the main questions is as follows: 

Have you ever felt like your privacy was violated in the 
real world by means of technology? 

If participants indicated that they had never felt that way before, 
we asked them to envision scenarios where technology could violate 
their privacy in the real world. We worded the question as follows: 

[If they had experienced privacy violations before] 

For the situations in which you have felt that your pri-
vacy was violated by technology, describe the scenar-
ios as concretely as possible, including: 1) where you 
were when the violation happened, 2) which technol-
ogy caused the violation, and 3) what kind of private 
information was afected. 
[If they had never experienced privacy violations be-
fore] 
Envision real-world scenarios where your privacy can 
be violated by technology. Describe the scenarios as 
concretely as possible, including: 1) where you are when 
the violation happens, 2) which technology causes the 
violation, and 3) what kind of private information is 
afected. 

3.2 Participants 
For the main survey, we recruited 100 participants on Prolifc. We 
excluded 14 during the analysis of the statements since we agreed 
after a thorough discussion with three authors that their provided 
scenarios did not sufciently describe privacy violations in the 
physical world. Of the remaining participants, 46 were male and 
39 female with an age range from 18 to 57 (� = 34.8, SD = 9.5). 
The participants resided on fve continents: Europe, Africa, Asia, 
South America, and North America. Specifcally, the fve most repre-
sented countries were Spain (12), Ireland (9), the United Kingdom (8), 
Greece (7), and Portugal (7). All participants were full-time employ-

ees with various professions. The fve most represented sectors 
were IT (11), hospitality (6), education (5), law (4), and retail (4). 
The participants spent, on average, 13 minutes (SD = 8.7min) to 
complete the survey and were compensated with 1.90£ 

. 

3.3 Data Analysis 
In total, we received 268 scenarios (on average 3.1 scenarios per 
participant, min = 3, max = 8). Of those, 153 were experienced, 
and 115 were envisioned privacy violations. We used thematic 
analysis and Atlas.ti to make sense of the data [5]. First, three 
researchers independently open-coded a random subset of 20% of 
all scenarios. Afterward, we discussed our initial codes in person to 
resolve ambiguities and create an initial code book. Next, we divided 
the remaining statements among us for coding. Finally, we met 
again to discuss our codes and formed code groups and overarching 
themes. We repeatedly discussed and reformed those themes by 
comparing the coded snippets with coded extracts from the other 
code groups. During this process, we excluded 75 scenarios as the 
violations were either not caused by technology (e.g., someone 
seeing one’s address on an envelope), described privacy violations 
caused by using web pages or apps (e.g., targeted ads after doing 
Google searches), or described actual frauds or scams (e.g., cloning 
credit cards at ATMs). The following are examples of included 
scenarios provided by our participants: 

"Because of a shopping center fdelity card, the company 
sent a list of bonuses to use in future visits to the shops, 
showing that they know exactly what I used to buy, 
when, how much, and new things I started to buy. I felt 

https://Atlas.ti
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WHO Authorities

Public

(e.g.,  airport, public transport, street)

Organizations*

(e.g., store, bank, Google)

Semi-Public

(e.g., hospital, gastronomy, at work)

Individuals

(e.g., neighbor, boss, medical staff)

Private

(e.g., hotel room, car, job interview)

HOW

WHERE

DATA

DEVICE

Contacting

(e.g., airdrop, phone 


call)
Filming Listening

Audio Recorder

(e.g., smart speaker, smart-


phone, laptop)

Display

(e.g., ATMs, smart 


exercisers, smartphone)

Personal Sensing

Device


(e.g., google glasses, fitness 
tracker)

Ubiquitous Sensing 

Device


(e.g., modern electric car, drone)

Sharing

(e.g., posting online, 
shared databases)

Taking

Photos

Observing* 

(e.g., shoulder surfing)

<WHO> does <HOW> in <WHERE> to collect <DATA> with <DEVICE> which results in <CONSEQUENCE>.

CONSEQUENCE
Emotional

Damage


(e.g., feeling observed/
violated)

Identification
Shared


Information

(e.g., posting photo, 
storing information)

Financial

Loss


(e.g., getting fired/no 
insurance)

Safety Threat*

(sexual, physical, 

psychological)

Video

Scanning 
Information

(e.g., train ticket, QR 

code)

Tracking

Demo-

graphics Financial Location Medical Photo Social 

Interaction
Personal


Documents

Photo Camera

(e.g., camera, speeding camera)

Video Camera

(e.g., CCTV camera, smart 

doorbell, drone)

Targeted  
Ads

Unsolicited

Contact

Profile

Building

ContactBiometric  
Data

Behavioral

Data


(e.g., driving logs, computer 
activity, habits)

Audio 

(e.g., conversations, 

ambient noise)
Address

Activity

(e.g., areas visited, 

movement)

Authentication

Credentials*

(e.g., password, pin)

Figure 1: The scenario taxonomy. Scenarios can be built using the sentence structure "<WHO> does <HOW> in <WHERE> to 
collect <DATA> with <DEVICE> which results in <CONSEQUENCE>" and flling the placeholders with one or multiple of the 
individual building blocks. Note: The building blocks marked with a * were carefully reformulated in response to the expert 
interviews but do not distort the users’ perspective. 

they knew exactly how I lived and did things in my 
private life." — P15 

"I felt my privacy was violated when a neighbor of 
my old house put security cameras around his place, 
but they were recording my house too, recording every 
movement of mine and my family’s." — P42 

First, we created 317 unique codes. Then, after multiple iterations 
in hour-long sessions, we settled on a fnal set of 7 themes with 43 
code groups and 188 unique codes. 

3.4 Awareness and Voluntariness 
awareness and voluntariness is an overarching theme that spans 
all scenarios, giving refections on a meta-level. Namely, whether 
participants were aware of a violation happening and whether they 
voluntarily exposed themselves to situations. In regards to being 
forced, multiple participants mentioned how their information was 
acquired without their consent: "[...] They took a photo of me without 
my consent [...]" (P6). In contrast, participants also recited occasions 
where they voluntarily exposed themselves to situations. Here, P31, 
for example, recalls a situation where they did not mind when their 
boss installed CCTV cameras in the changing rooms: "[...] I had no 
issue getting changed there, but other people might have." However, 
to provide data and information voluntarily, the person has to be 
aware of the information being gathered in the frst place. Here, 
several participants recall situations where they were completely 
unaware and only learned afterward that they had been exposed to 
a privacy violation. For example, P94 remembers a situation where 
they did not know how a digital doorbell recorded their audio and 
video: "Afterwards, I heard that I was being recorded in both audio 

and video while standing in front of the door. There was however no 
light indicating this." 

3.5 Scenario Taxonomy for Physical-World 
Privacy Notices 

The remaining six themes describe the scenarios in detail. Hence, we 
used them to construct a scenario taxonomy for user-experienced 
physical-world privacy violations, see Figure 1. Those six themes 
were: who, how, where, data, device, and conseqence. The 
following sentence structure can be used to build concrete scenarios 
using our taxonomy: 

<who> does <how> in <where> to collect <data> 
with <device> which results in <conseqence>. 

Each theme has multiple building blocks that describe its indi-
vidual dimensions, see Figure 1. It is important to note that these 
building blocks are not necessarily exclusive. A privacy violation 
can, for example, result in a user’s identifcation, which can addi-
tionally cause emotional damage as the user might feel observed or 
spied on. In the supplementary material, we provide a list of all our 
respondents’ examples for each building block. In the following, 
we describe the themes in more detail. 

Who illustrates the entity collecting the data. It consists of the 
three groups government, organizations, and individuals. Govern-
ment encompasses all legal entities. As such, it difers from the other 
two groups since its actions are subject to ofcial regulations. P70, 
for example, provided a scenario where they felt violated through 
a governmental institution when crossing a border: "I know that 
that data will be stored and it may be used for whatever purpose by 
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the US government." Organizations encompass all entities where the 
individual can not be identifed. This could be a store, an electricity 
supplier, or a big tech frm like Google. Here, P70, for example, 
reported feeling violated by "Google Maps cars that map the street". 
Individuals enclose all entities, where we can identify a single per-
son as the data collector. Even though we cumulate individuals in 
one group, this group is quite diverse, containing various social 
relationships, ranging from delivery drivers, bosses, and neighbors 
to friends. For example, P74 felt violated when their identity card 
was scanned by "delivery drivers asking for proof of identity." 

How describes the way in which the data is collected. It contains 
eight diferent modes of data collection, including taking photos, 
flming, scanning, sharing information, and observing. P87, for exam-

ple, provided a scenario where they felt privacy violated through 
their license plate being scanned: "When entering residential estates 
in South Africa [...] my vehicle license disc [is] scanned by the security 
company at the gate [...]." In contrast, a teacher felt violated when 
their "students took pictures [of her] during breaks at school (P12)." 

Where describes the space in which the violation happened. It 
can be public, semi-public, or private. Public encompasses all the 
spaces everyone can enter without access restrictions. P70, for 
example, felt violated while walking in a city: "In Seoul, there were 
a lot of CCTV cameras [...]. And sometimes I felt "observed". Semi-
public are all places with some access restrictions, such as requiring 
a ticket or special permission, but which are also not private since 
they are shared with multiple people. Such a semi-public place can, 
for example, be a backyard where P57 reported feeling violated 
by "home security cameras flming the entire backyards for security 
purposes." Private, in contrast, are spaces where the person is usually 
alone or with familiar or trusted people, such as a hotel room or a 
doctor’s examination room. For example, P40 felt violated in their 
home as a "security system was recording what [they were] doing." 

Data illustrates the kinds of data collected, whereby we dis-
tinguish between 13 groups of diferent data types. Some of the 
data types are related or directly connected. For example, location, 
activity, or behavioral data can be derived from a video stream. P16, 
for example, is concerned about the various information that can be 
derived from a speeding camera’s footage: "How fast I am traveling, 
in what hour, in what vehicle, and where." 

Device represents the entity collecting the data, whereby we 
distinguish the device groups by their main sensor or capability 
evoking the privacy concern. Therefore, we also have the group 
display since participants mentioned scenarios where their personal 
information was exposed on a publicly visible screen, such as their 
account balance displayed on an ATM, as P28 reported: "I used to 
hate it when ATMs used to show my balance and full name [...]." 
Personal sensing devices encompass all devices worn by a person 
that mainly gather their users’ data. In contrast, ubiquitous sensing 
devices are placed in the surroundings. P43 provided an example 
of a ubiquitous sensing device, in the form of a modern electric car 
that sends driving logs to the car’s manufacturer. 

Conseqence describes the result of the privacy violation. These 
can be concrete results, such as targeted ads or fnancial loss or more 
subjective experiences, such as experiencing emotional damage, for 
example, feeling concerned, unsafe, or violated. P82, for example, 
reported a situation where they experienced emotional damage 

through a camera in their workplace’s canteen: "[...] it was uncom-
fortable knowing that even on our break times our movements (if not 
our conversations also) were being recorded." 

4 TAXONOMY EXPLORATION: EXPERT 
INTERVIEWS 

To validate and explore our scenario taxonomy and establish con-
crete mitigation strategies (RQ2), we conducted semi-structured 
interviews, followed by a design session, with ten domain experts 
from industry and academia. We chose to conduct in-depth in-
terviews instead of a survey to gain a deep understanding of the 
dimensions of privacy violations, which is not possible with only 
numbers or short textual responses – the kinds of data typically 
collected from surveys. 

4.1 Interview Protocol 
We asked all participants to fll out a short survey to gather demo-

graphics and background information before the interview. Before 
we started the audio recording, we ensured that the participant had 
flled out the pre-interview survey and the informed consent form 
we sent via email. The interview was structured into two parts. 

In the frst part, we explored our taxonomy by letting the ex-
perts create scenarios and asking for feedback afterward. For that, 
we frst defned privacy violations in the physical world through 
technology by giving a concrete example and explaining that we 
exclude all violations caused by web pages or apps. We then showed 
and explained the initial version of the scenario taxonomy, after 
which we asked for any initial feedback. We tasked our experts 
with creating four distinct scenarios using our taxonomy that they 
considered especially interesting and privacy relevant. While they 
created the scenarios, we asked them to use the think-aloud pro-
tocol [56]. After, we asked for each scenario to which extent they 
agreed with the following statement: I think this scenario is very 
concerning on a Likert scale from 1 to 7. Finally, we discussed the 
scenarios in more depth along the dimensions of voluntariness and 
awareness, as we had discovered those as important axes during 
the analysis of the survey statements (see Section 3.4). 

The second part of the interview was an interactive design ses-
sion where we tasked participants with creating a privacy-enhancing 
mechanism/solution for their scenarios using their preferred sketch-
ing tool. We again used the think-aloud protocol [56] as they created 
the mechanisms. After they had fnished a design, we asked them to 
explain in depth how the mechanism works, including how much 
information is given to the users, when they are informed, how 
they get notifed, which modalities are used, and so on. Finally, we 
wanted our participants to think about how their mechanisms infu-
ence the impact of the privacy violation. For that, we asked them to 
re-evaluate the statement of I think this scenario is very concerning, 
imagining their mechanisms were in place and to think about how 
their mechanisms shift the violation regarding voluntariness and 
user awareness of the data collection. 

In the end, we asked for any additional feedback, thanked our 
participants, and acquired contact details for compensation. We 
provide the complete interview guideline in the supplementary 
material. An interview took approximately one hour, and we com-

pensated our experts with 10€ per hour. 
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Table 1: Our experts’ demographics: Their countries of res-
idency, their continent of birth, their gender, age, highest 
educational degree, years of experience in their current role, 
and whether they work in academia or industry. 

PID Residency Birth Education Exp. Sector 

1 Germany Europe Doctoral 3 yrs Academia 
2 Germany Africa Doctoral 3 yrs Academia 
3 Germany Africa Doctoral 3 yrs Academia 
4 USA South Amer- Doctoral 1 yr Industry 

ica 
5 Germany Europe Doctoral 7 yrs Academia 
6 Germany Europe Doctoral 9 yrs Academia 
7 Germany Europe Master’s 1 yr Academia 
8 USA Asia Doctoral 13 yrs Academia 
9 UK Asia Master’s 2 yrs Academia 
10 Germany Europe Master’s 3 yrs Academia 

4.2 Participants 
We recruited the experts using convenience sampling, followed by 
snowball sampling. To qualify as an expert, the participants had to 
match our inclusion criteria which were 1) they must self-identify 
as a privacy expert, and 2) they must currently pursue or have 
pursued a Ph.D. in a privacy-related feld. 

The ten privacy experts who took part in the interviews were 
aged between 28 and 45 years (� = 32.9, SD = 4.9). Most (9) 
experts worked in academia while one was working in the industry. 
The experts had diferent cultural backgrounds. Most (5) were from 
Europe, two from Africa and Asia, and one from South America and 
India,

2 respectively . The experience levels of our privacy experts in 
their current role ranged from a minimum of 1 to a maximum of 13 
years (� = 4.5, SD = 3.9). For a detailed overview of our experts’ 
demographics, see Table 1. 

4.3 Data Analysis 
In total, we recorded 10.73 hours of audio data (on average 64.4 
min per expert, SD = 10.1min) and used Atlas.ti and thematic 
analysis to analyze our data [5]. For that, two researchers frst 
independently open-coded two randomly selected interviews, after 
which the researchers met to discuss the initial codes and form 
a joint code book. The remaining interviews were then divided 
amongst the researchers for coding. A third researcher joined the 
group for the third iteration, where we formed groups of related 
codes and overarching themes. We repeatedly reworked and refned 
these themes by comparing the coded snippets across all themes. 
To analyze the privacy designs, we synthesized all designs and 
extracted the design factors together with our experts’ remarks 
about their designs. Through multiple iterations and discussions, 
this process led to 4 themes with 21 code groups and 242 unique 
codes. Those four themes were: Insights on Scenario Taxonomy, 
Dimensions of Privacy Violations, Practicality of Privacy 
Notices, and Design Factors. 
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5 FINDINGS OF THE EXPERT INTERVIEWS 
We present the results from our expert interviews along our four 
themes. Insights on Scenario Taxonomy encompasses all our 
experts’ feedback on the taxonomy, especially regarding missing or 
misleading blocks and ambiguous terms, which we used to update 
the taxonomy. Dimensions of Privacy Violations describes our 
experts’ refections on the notions of voluntariness and awareness, 
for example, what constitutes a violation and the diferent levels 
of being aware. In Practicality of Privacy Notices, our experts 
refected on when privacy by design should be preferred over giving 
a notice, which we used to create a decision tree to decide on the 
most suitable mechanism. In Design Factors, we synthesize all our 
experts’ notions about their designs with the factors we extracted 
from their sketches to construct a design space for privacy notices 
in the physical world. 

5.1 Insights on Scenario Taxonomy 
Most experts were excited about the taxonomy and found it en-
compassing and sufciently descriptive (E1, E3, E5, E7, E9). E9, for 
example, stated: "The taxonomy looks really nice, and I like how you 
have presented it. I think it conveys the complete picture." In addition, 
all experts successfully created 3 or 4 scenarios using our taxonomy, 
validating its applicability. However, the scenario-creation process 
also revealed one missing building block (Authentication Creden-
tials, e.g., passwords, pins) and opportunities to improve wording, 
as sometimes experts had to ask to clarify what they described. 
Therefore, we reformulated four building blocks and added one 
new block to allow for the overall better usability of this concep-
tual tool. As we did not want to dilute the users’ perspective nor 
present the experts’ perspective, we marked all blocks, which we 
reformulated in response to the expert interviews with a * in the 
taxonomy, see Figure 1. We detail all reformulations below. 

Organizations. We renamed the block from companies to organi-
zations as several experts had trouble ftting their examples in. E5, 
for example, mentioned that they would not know where to put 
NGOs as they are neither an authority nor a company. The same 
applies to political parties as they are technically not a company. 
As a result, we renamed this entity to organizations to also account 
for other groups of individuals. 

Observing. Another adjustment we made was that we renamed 
the block shoulder surfng to observing. This was the response to E4 
creating a scenario that initially did not ft our taxonomy: "Border 
agent obtains your device in an airport to collect and check your 
conversations and emails in order to check for suspicious activity [...]." 
While this is not a hidden act, as is shoulder surfng, the violation is 
also caused by viewing the screen. Hence, we renamed the block to 
observing and made shoulder surfng an example of this block. 

Authentication Credentials. This was a new block we created, 
as E6 pointed it out as missing. They remarked that they would 
not know where data "like security, critical data, like authentication 
credentials, a PIN, and so on" would ft. As this was not an exam-

ple that came up in our survey but is data that could be exposed 
through privacy violations in the physical world, we added it to 
our taxonomy. 

Safety Threat. The last block we added was safety threat. Two 
experts brought this up as they constructed scenarios with far more 

https://Atlas.ti
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Figure 2: The dimensions of privacy violations in the physi-
cal world. All violations in the physical world can be placed 
along the dimensions. There are three continua: voluntary 
↔ forced, aware of data collection ↔ unaware of data collec-
tion, and aware of consequence ↔ unaware of consequence. 
The color coding depicts a state’s desirability, whereby green 
means desirable and red means undesirable. 

outreaching consequences than emotional damage. For example, 
E1 constructed a scenario where a user’s presence at home was 
deducted from a smart thermostat and then exploited to break into 
their home, and E8 created a scenario where technology led to stalk-
ing in the physical world – a far more profound consequence than 
emotional damage. Thus, we added safety threat to our taxonomy. 

Another more general feedback from our experts was that some 
of the building blocks could be ambiguous and contain diferent 
nuances (E1, E8, E10). E8, for example, mentioned trust as an impor-

tant layer in the who category. While E8 generally liked the three 
groups, they remarked that elements of a building block could be 
judged diferently depending on the level of trust: 

"I think the who at a high level... these are the entities, 
but within them, I think, there are defnitely varying 
familiarities, trust, previous experience. They can be 
subdivided."—E8 

The notion of ambiguity also came up regarding where. E8 and E10 
noted that whether a space is considered private or semi-public can 
vary and depend on individual judgment: 

"For private, I think it’s a huge diference if it’s my 
own private space or if it’s the Airbnb example, which 
is, I’m not sure if you consider that a private space as 
well."—E10 

This ambiguity of some building blocks should be considered 
when evaluating scenarios as they can infuence how violative peo-
ple perceive a situation. Yet, as these factors do not afect the ability 
to form scenarios, we did not incorporate them in our taxonomy. 

5.2 Dimensions of Privacy Violations 
When discussing the dimensions of privacy violations, E4 refected 
on when a privacy violation should be considered a violation. In this 
regard, E4 discussed that whenever people get into a situation com-

pletely voluntarily and aware of what is about to happen, it should 

not be considered a violation. Furthermore, experts discussed how 
awareness again has two dimensions. First, a person can be aware 
of the data being collected. Second, a person can also be aware of 
the consequences, i.e., what it means that a certain data type gets 
collected (E4, E8). E8 explains this in detail: 

"They may have just resigned to it, saying, ‘Okay, I kind 
of voluntarily give it because I want the beneft of, let’s 
say, social media or social interactions.’ What they’re 
not seeing is the potential consequences and harms be-
cause the probability of those harms materializing could 
be small, or the consequences might happen six months 
later, and they want the beneft now, or it may be that 
they’re looking at the beneft of this one action, and they 
don’t necessarily understand that hundreds of these ac-
tions put together do reveal a lot more than simply that 
one action." 

Finally, several experts discussed how the dimensions of forced and 
voluntary and aware and unaware should not be seen as binary 
but more as a spectrum as they also contain several levels (E1, E2, 
E3, E4, E8). As a concrete example, E4 discussed a situation where 
someone placed cameras in a changing room. While the person 
might be aware that there are cameras, they might not know where 
exactly they are placed, creating a state of in-between awareness. 
However, this is not only the case for being aware of the data 
collection but also about the consequence. While a user might have 
some knowledge that collected data gets stored and transmitted 
somewhere, they might still not know what that means for the 
bigger picture, as E8 explains: 

"You can totally be aware of what happens after the 
collection in terms of, oh, it goes to the cloud, and it’s 
stored there, and it’s retained for whatever, and, I don’t 
know, three people have access to it, but you still might 
not know the consequences of what can happen from 
that." 

Additionally, there are also stages between voluntary and forced, 
as E4 pointed out: 

"There are things that may not necessarily be completely 
forced. It might not be, ‘I have to disclose my vaccination 
status to maintain my employment,’ but it could be, ‘If 
I don’t disclose my vaccination status, I am not allowed 
to work in the ofce.’ I have an option to do it. It’s not 
just like yes or no." 

All these notions and insights helped us create the dimensions 
of privacy violations in the physical world as depicted in Figure 2. 
The fgure has three axes as identifed by our experts: (1) being 
aware of the data collection happening, (2) being aware of the 
consequences, and (3) engaging in a situation voluntarily. All these 
axes are continua, as depicted by the double arrows. The colors 
depict the desirability of a state, whereas green means desirable and 
red means undesirable. Hence, being aware of the data collection, 
the consequences, and the opportunity to engage in a situation 
voluntarily is the perfect state for the user. It is important to note 
that the upper right edge, i.e., a state of being unaware of the 
collection but aware of the consequence, does not exist, as refected 
in the fgure by the missing border. 
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(a) (b) (c) 

Figure 3: The re-sketched designs of our experts: a) shows 
E8’s design of a hat with a face shield protecting its wearer 
from face identifcation; b) shows a display as designed by 
E1 to inform during the immigration procedure; c) shows 
a paper plan as designed by E4 to visualize which parts of 
one’s property are captured by a neighbor’s CCTV camera. 

5.3 Practicality of Privacy Notices 
During the second part of the interview, we asked our experts to 
sketch out notices for the scenarios they had constructed using our 
taxonomy. While our experts created the sketches, they refected 
on the practicability of privacy notices. Several experts did not 
consider a notice the best approach as it gives the burden to the 
user (E4, E6, E8). Instead, they suggested focusing on preserving 
users’ privacy by default by not collecting or obscuring the collected 
data, as E6 explains: 

"Instead of notices, in these situations, I would try fo-
cusing on solutions that don’t take the data in the frst 
place. Let’s say we have the video situation, and there 
are ways of anonymizing videos and having the source 
encrypted somewhere. If there is some crime happening, 
you can say I need the real sources because I need to 
identify the people. If you just use it for statistics like 
how many people are walking there and so on, you can 
use the anonymized version." 

However, as this quote already indicates, obscuring the data is 
sometimes impracticable. For example, in security-sensitive scenar-
ios, such as when a border agent acquires biometric data. In these 
cases, when the user is forced to comply, and data obfuscation is 
impossible, "raising awareness might be the only option" (E1), and 
as such, a privacy notice is the most sensible approach. However, 
notices can also easily become overwhelming, especially when the 
data collection is constant and ubiquitous, such as in cases of public 
surveillance through CCTV cameras (E4, E6, E8, E10). Although a 
phone could, for example, always vibrate when the user is in the 
vicinity of a camera, this could quickly result in the user being 
overwhelmed and unable to deal with the massive amount of noti-
fcations. In these cases, notices might even have "a counter efect 
in making people nervous while they can not do anything" (E4) and, 
thus, should be avoided. The next important question is whether 
the user can control the technology causing the violation. If this is 
the case, the user can employ mitigation strategies, such as unplug-
ging or turning the device of. E2, for example, designed a simple 
plug as a privacy-preserving mechanism. In addition, researchers 
can support users by developing assistive tools that ease control-
ling devices, improve the overview, or develop devices that give 

Is the collection constant and/or ubiquitous?

Privacy Notice

+ Choice 

Optional

Privacy by Design Privacy Notice 
Mitigation Strategies/

Assistive ToolsGuerilla Tools

YesNo

YesNoYesNo

Can the user opt-out?

YesNo

Is data obfuscation possible?

Can the user control the device?

Figure 4: Decision tree to decide on the best privacy-
preserving mechanism in the physical world based on the 
constraints of a situation. 

control to the users. E10 designed such a mechanism in the form 
of a smartphone application that not only notifes the user upon 
entering a smart home but also allows users to deactivate them. 
However, other tools are needed if the user has no control over 
the technology. We coined these "guerilla tools" as they employ 
exotic strategies to obscure or destroy data during collection and 
are actively leveraged by the user. An example of such a tool was 
brought up by E8, who designed a hat worn by the user that sends 
out a signal to destroy the images captured by face recognition 
cameras, see Figure 3a. 

Out of these insights, we created a decision tree for privacy-
preserving mechanisms in the physical world, as depicted in Fig-
ure 4, leading to the best mechanism from a user’s perspective. The 
tree works as follows: First, we need to decide whether anonymiz-

ing data, i.e., employing privacy by design, is possible. This is the 
frst decision, as our privacy experts made clear that privacy by de-
sign refects the optimal case by preventing a situation from being 
violative in the frst place. As such, it lifts the burden of taking care 
of privacy-preserving measures from the users. However, obscuring 
and destroying data is sometimes impossible as information needs 
to be stored and remain un-anonymized, such as biometric data 
collected while crossing country borders. As in this specifc case, 
the fngerprint does not get deleted in a timely manner, principle 5 
of privacy by design according to Cavoukian [9] is violated. Hence, 
whenever privacy by design is not viable, data will eventually be 
collected, and as such, users should be informed. Here, the next 
decision is whether a violation is constantly happening, such as for 
public surveillance through CCTV cameras

3
. This is important to 

clarify as constant and ubiquitous data collection would quickly lead 
to notices becoming overwhelming and, thus, useless. If we decide 
that notices are not viable, users need to employ privacy-preserving 
mechanisms themselves. Here, the third decision is whether users 
have control over the device collecting the data. Since then, they 
can employ mitigation strategies, such as unplugging a device. Yet, 
if a user can not control a device, the only option left to mitigate 

3
We                   
physical environment, represents an additional option. However, as our decision tree 
leads to the best privacy-preserving mechanism, we do not recommend such signs as 
they are criticized as representing mere warnings instead of real notices [8]. 

note that in this case, a privacy notice, in the form of a sticker or note in the



CHI ’23, April 23–28, 2023, Hamburg, Germany Windl et al. 

Choice

Time During ViolationDuring Recording 

of Data

Long Before Expected 
Violation

Shortly Before Expected 
Violation After Violation

Collection Details

(e.g., which device, where)

Fostering 
Awareness


(e.g., reminder about sensitive 
actions)

Possible

Intervention 

Data Handling 
Information


(e.g., storing, access, sharing)

Violation Details

(e.g., what happens, why it 

happens)

Possible 
ConsequencesContent

Media

Modality

Paper

(e.g., flyer) Public Display

Personal 
Computing 

Device

(e.g., phone, AR glasses)

Smart Home 
Device

Dedicated  
Privacy Modality

(e.g., privacy dashboard)

Same Device As 
Causing 

Violation

Oral

VoiceTextAuditory Cue Haptical Cue

(e.g., vibration) Video

Image

(e.g., camera’s field of 


view)

Visual Cue

(e.g., ambient light)

Optional Choice Required Choice Automatic ChoiceInformation Only

Figure 5: Design space for privacy notices in the physical world. 

concerns is to employ guerilla tools that obscure or destroy the data. 
When we fnd at the second decision that the data collection is not 
constant and notices are a suitable approach, the last question is 
whether the user has a choice; since then, we should provide notice 
and choice as it hands autonomy over their personal data back to 
the user. 

5.4 Design Space for Privacy Notices 
We joined our experts’ statements about their designs with the 
factors we extracted from their sketches. For that, we systematically 
went over our experts’ designs and noted: (1) the general form of 
notice they used and whether they provided choices, (2) at what 
time the notice was displayed to the user, (3) the media they used for 
displaying the notice, (4) the modality to convey the information, 
and (5) the exact content of the notice. Hence, we extracted fve key 
elements of privacy notices in the physical world: Choice, Time, 
Media, Modality, and Content. We compiled these factors into 
a design space, as depicted in Figure 5. 

Choice is the frst thing to decide when creating a privacy no-
tice as it majorly infuences the two following factors time and 
content. When not providing choices but restricting the notice 
to informing, the user has no options to control a possible privacy 
violation. As such, a notice "might not be the most efective way of 
protecting privacy, but is still a great awareness tool" (E4). Conse-
quently, providing choices should be preferred whenever possible. 
Yet, providing choices is subject to certain constraints as described 
previously (see Figure 4). Overall, there are three diferent types of 
choices. Optional choices, which do not force users to interact by 
having a default option. For example, E8 designed such a choice 
in the context of an automatic passport scanner, where a screen 
provided the option to click no. However, when the user would not 
interact with the screen, the default situation of automatic pass-
port control takes efect. Required choices, on the other hand, force 
the user to decide before being able to proceed. The last form is 
automatic choices that decide based on users’ previously entered 
preferences. 

Time includes fve possibilities on when to deliver a notice. A 
notice should be given long before a violation if it requires a certain 

time to react upon. E4, for example, designed a notice for when a 
border agent checks conversations on a mobile phone. As a solution, 
E4 designed paper fyers to be handed out while people were still on 
the plane to give them adequate time to sort through their messages. 
Giving the notice shortly before the violation might be enough if 
protecting oneself does not require a lot of time or if control options 
are given together with the notice, as is the case with notice and 
choice. On the other hand, giving the notice during or after the 
violation only makes sense when the user has no options to avoid 
the violation. E10, for example, designed AR glasses that inform the 
user about data practices while going through the security scanner. 
Giving a notice during data recording mostly makes sense when 
people are to be reminded that their actions could lead to a privacy 
violation. As such, the notice can serve as a prevention tool. Here, 
E3 designed a notifcation for when children were recognized in 
the camera’s feld of view while taking a picture. 

Media describes seven ways a notice can be displayed. Several 
experts discussed how the presentation of the notice should match 
the users’ mental model of what they expect in a specifc situation 
(E1, E4, E8). This resulted in several experts using the same tech-
nology that caused the violation to display the notice for at least 
one of their scenarios (E1, E3, E4, E5, E6, E7, E9) or using another 
modality that ftted the context. E1, for example, designed a large 
screen next to a border agent to explain data collection practices 
during the immigration procedure. They used a screen as people 
are used to receiving information via screens in airports, see Fig-
ure 3b. Other experts designed a dedicated privacy modality. This 
could be a more conventional feature, such as a light indicating that 
recording is in progress (E2) or a dedicated privacy device. E5, for 
example, designed a device devoted to showing all the information 
collected by the machine used to top up money for the cafeteria. 

Modality describes seven diferent ways to convey privacy 
information. This can be an auditory, haptic, or visual cue. Since 
such cues do not contain a lot of information, they were mostly 
used for notifcations, and our experts often combined them with 
text (E1, E2, E3, E9, E10). Another modality with a way higher 
information density was, for example, a video designed by E10 to 
inform about the capabilities of a smart electricity meter. On the 
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other hand, an image was designed by E4 in the form of a plan to 
show which part of a garden is in the feld of view of a neighbor’s 
CCTV camera, see Figure 3c. 

Content can be divided into six diferent groups. Collection 
details describes all the information around how the data gets ac-
quired, such as which devices are involved, where those devices 
are placed, and which kinds of data get collected. Data handling 
information clarifes, among others, where the data gets sent to 
and where it is stored, as well as who has access to the data. Fos-
tering awareness includes reminders that an action can lead to a 
privacy violation and in which cases the collected data can be used. 
Possible intervention includes concrete tips, such as "cover up the 
numeric keypad" (E2) while entering a pin on a machine or in the 
case of a notice and choice, the choices available to the user. Pos-
sible consequences does include not only negative consequences 
but also possible benefts. In this regard, E10 mentioned how they 
would focus on describing the information collected while not be-
ing too negative about the consequences if users have no choice. 
Concretely, her design was a notice for a digital key that collected 
how long and when someone was in the ofce. And lastly, violation 
details describes what, why, where, and how a violation happens. 

6 DISCUSSION & IMPLICATIONS 
In the following, we discuss our fndings and show how our tools 
can be used to create privacy-preserving mechanisms for the phys-
ical world. 

6.1 It Is Not a Violation if It Is Voluntary and 
Aware: The Dimensions of Privacy 
Violations 

In our frst research question (RQ1), we asked which situations 
made users feel violated regarding their privacy through technol-
ogy. We constructed a scenario taxonomy for violations in the 
physical world to answer this question from our online survey 
responses. However, our results indicate that the taxonomy alone 
is insufcient, as the perception of what constitutes a violation is 
very subjective. Participants reported occasions where they felt 
especially violated as they were unaware of data being recorded. 
On the other hand, participants also recited occasions where they 
voluntarily exposed themselves to situations that would clearly 
be privacy-violating for others – yet, they were completely com-

fortable with it. This shows how diferent people have diferent 
comfort levels regarding their privacy; while a situation might be 
perceived as violative by one person, it might be completely fne for 
another. The importance of adjusting privacy to individual needs 
was also already frequently discussed in related work [29, 60, 69]. 
Our experts echoed this by stating that as long as something is 
aware and voluntary, it should not be viewed as a violation. This 
was also already stated by Solove [58]: "If a person consents to most 
of these activities, there is no privacy violation." However, he also 
raises the question of what constitutes valid consent. We tackle this 
with the third dimension of being aware of the consequences in 
Figure 2: Only when being aware of the consequences can a user 
give valid consent. Considering this, our dimensions can help decide 
when a notice is necessary and when it can be omitted. 

The two notions of awareness and voluntariness are interdepen-
dent. For something to happen voluntarily, the user must be aware 
of the data collection and its consequences. As such, an efective 
privacy notice can shift a violation from unaware to aware. Yet, to 
shift a violation from forced to voluntary, the user must also have a 
choice, and that choice must be respected. Consequently, only when 
combined with choice can a notice shift a violation to the desirable 
state of "aware and voluntary." 

6.2 A Notice Might Not Be the Best Approach: 
The Tradeof Between Distressing and 
Providing Awareness 

Our second research question (RQ2) explored how privacy viola-
tions in the physical world can be mitigated. While designing the 
privacy pre-serving mechanisms, several experts discussed how 
they did not think a notice was the best approach. Instead, they 
explained how privacy by design [9] should be preferred whenever 
possible as it lifts the burden from the users and prevents a situa-
tion from being violative in the frst place. However, there are also 
situations where data obfuscation is not an option as the data needs 
to remain un-anonymized. But even then, notices are not neces-
sarily the best solution. As soon as the collection is constant and 
ubiquitous, the mass of notifcations would quickly get too much 
to handle. This problematic tradeof between providing awareness 
and overwhelming users was already refected in related work [14]. 
When notices are not feasible, but the user is in control of the de-
vice, they can simply turn it of or unplug it as soon as they feel 
uncomfortable. Yet, whenever users do not have control options, 
researchers and developers can play an important role in develop-
ing assistive tools that give control back, such as done through the 
personalized privacy assistant [14], or smart home dashboards [67]. 
When the user can not exert control over the device, but the data 
collection is constant and ubiquitous, the only option left is to hand 
the user something that enables them to destroy or anonymize the 
data. Since such tools have to be explicitly leveraged by the user 
and are often characterized by unusual methods and appearance, 
we coined them guerilla tools. An existing example of such a tool 
is a wearable, developed by Chen et al. [12], that sends signals to 
disable microphones in the users’ vicinity. 

Whenever the data collection is not constant and ubiquitous, 
and the user has no control options, our decision tree states privacy 
notice as the most suitable approach (see Figure 4). Yet, our experts 
had conficting opinions about that. While some strongly believe 
that providing awareness through informing the user about what 
is happening is the best option – especially when the user has no 
choice – other experts strongly opposed this idea as they believed it 
was wrong to distress users when they could not do anything. This 
leads to a fundamental question that HCI research alone cannot 
answer. Should users be informed even when they do not have any 
options to limit or control a privacy violation? Or is it better not to 
inform users to prevent them from feeling powerless? A possible way 
to approach this is by personalizing such notifcations, for example, 
through a personalized privacy assistant [7]; this way, the notices 
would get adjusted to the individual’s information need. 

An important thing to consider is that the decision tree yields 
an idealistic point of view. It leads to the best privacy-preserving 
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Figure 6: Three concrete examples ( – shoulder surfng resulting in a notice as described in [12], – microphones resulting 
in a guerilla tool in the form of a bracelet as described in [53], - CCTV Camera resulting in no mitigation measure) of how 
our conceptual framework can be used to 1) create scenarios, 2) evaluate if they constitute a violation, 3) decide on the best 
mitigation measure, and 4), if applicable, design a notice. 

mechanism possible, assuming the entity violating the privacy is 
interested in fnding the best solution. However, we know that 
while privacy by design should be preferred whenever possible, 
many companies have a major interest in collecting their users’ data 
un-anonymized. This trade-of was already brought up by Spiek-
ermann and Cranor [59] that discuss that even though privacy-
by-architecture (i.e., privacy by design) guarantees higher levels of 
privacy, many companies still rely on privacy-by-policy as it allows 
them to stick with their business model of collecting user data un-
anonymized. Hence, businesses would be hesitant to obfuscate their 
data even though it might be technically possible. Whenever this is 
the case, we need lawmakers to create regulations enforcing privacy 
protection in the best way possible – such as it is already done for 
the web. Yet, companies often see users’ data as compensation for 
providing a service for free. Another possibility would be ofering 
an alternate compensation form, such as a monthly subscription 
for keeping users’ data anonymized. This is, to some extent, al-
ready applied in practice. For instance, YouTube ofers a premium 
subscription in exchange for not creating personalized profles for 
targeted advertising. 

6.3 A Conceptual Framework: Combining the 
Four Conceptual Tools 

We provide four conceptual tools on technology-facilitated privacy 
violations in the physical world, which combined form a conceptual 
framework. First, our scenario taxonomy for privacy violations 
(see Figure 1) in the physical world can be used to identify the 
situation needing privacy-preserving mechanisms. As we know 
that diferent people have diferent perceptions of what constitutes 
a violation, our dimensions of privacy violations (see Figure 2) can 
clarify whether a situation is indeed violative. After identifying 
the situations needing a privacy-preserving mechanism, we can 
use the decision tree to decide on the best possible solution. While 
privacy by design should be preferred whenever possible, there are 
still situations where a notice (and choice) are the best available 
options. When we decide to use either a notice or notice and choice, 
our design space for privacy notices (see Figure 5) in the physical 
world can be used to explore when to deliver a notice, which media 
and modality should be used, and to decide on the content. Finally, 

after creating the notice, our dimensions can serve as an analysis 
tool to verify that a violation shifted successfully along the axes 
(see Figure 2) – at best, to the state of "voluntary and aware." 

Figure 6 shows how our four conceptual tools play together 
based on three concrete examples. The frst scenario ( ) depicts 
shoulder surfng and results in a privacy notice as described in the 
paper by Saad et al. [53]. First, we identify shoulder surfng as a 
relevant situation using the scenario taxonomy. We then use the 
dimensions, and, since the smartphone user does not voluntarily 
expose themselves to the shoulder surfng attack, conclude that it is 
indeed a violative situation. After that, we use the decision tree. As 
data obfuscation is impossible (as the user still wants to use their 
phone), the data collection is not constant and/or ubiquitous, and 
the user can not opt-out, we design a notice. We then use the design 
space to create four notifcation mechanisms: haptic feedback and 
three visual feedbacks. We then deploy the mechanisms and elicit 
their efectiveness by checking if they moved the violation along 
the dimensions to the state of voluntary and aware. The second 
scenario ( ) depicts the development of a guerilla tool in the 
form of a bracelet as a mitigation strategy for microphones, as de-
scribed in the paper by Chen et al. [12]. We again use the taxonomy 
and identify a scenario where users are exposed to microphones. 
Using the dimensions, we conclude that a user is often forced and 
unaware of microphones being present, and thus, decide that it is a 
violative situation. We then use the decision tree, and as the data is 
not obfuscated, the collection is constant and ubiquitous (i.e., one 
is constantly surrounded by microphones, for example, through 
smartphones), and the person can not control these devices, decide 
to develop a guerilla tool. Finally, the last scenario ( ) depicts 
a situation where no mitigation measure was deemed necessary 
for a CCTV camera. We frst create a scenario where a homeowner 
sets up a CCTV camera to surveil their garden. We then used the 
decision tree and concluded, as the homeowner set the camera up 
themselves, that they did it voluntarily and were aware of the data 
collection and possible consequences. As such, we decide that this 
situation is not a violation when judged from the homeowner’s 
perspective and that no mitigation strategy is necessary. 
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6.4 Limitations 
We used an online survey to collect experiences of privacy viola-
tions in the physical world which we clarifed through in-depth 
interviews and design sessions with ten experts. An inherent draw-
back of our method of probing participants for experienced privacy 
violations is that we only capture those violations of which users 
are aware or at least become aware during some point of the in-
teraction. Yet, as our goal was to capture which privacy-violating 
situations users experience during daily life, and not as previous 
work had already done (e.g., [22, 39]), to investigate perceptions to-
wards scenarios defned by researchers, our taxonomy does not aim 
at being comprehensive in this regard. Yet, it will be important to 
compare and eventually combine the two perspectives in the future. 
Such an extended and encompassing taxonomy might especially 
aim at integrating situations of which users are unaware, as such 
situations will never be captured using our method of asking users. 
An extension might also aim at adding why the data collection 
happens as an additional layer. Users who fnd data collection bene-
fcial might be more likely to consent. Another layer worth adding 
might be "who benefts from the data," as this might difer from the 
entity collecting the data and infuence whether the collection is 
considered appropriate. Such an encompassing taxonomy might be 
used as one central point for retrieving scenarios needing privacy-
preserving mechanisms and as the starting point for developing 
adequate measures. 

While we hope to have obtained a comprehensive picture of 
user-experienced privacy-violating scenarios by covering diferent 
countries and, thus, cultural backgrounds, we cannot guarantee 
that we have covered all the possible scenarios. Moreover, with the 
growing number of smart devices and the ongoing expansion of the 
IoT, the taxonomy is expected to grow along all dimensions. Con-
sequently, our taxonomy should not be seen as static but as a solid 
starting point, providing opportunities for future work to extend 
the taxonomy where applicable. Thus, we recommend repeating 
our online survey every 2 – 5 years to account for new technologies 
that have the potential to cause new violations through the fast 
advancement of the IoT. 

We also want to discuss the possible term confation of real and 
physical. We used both terms in our survey as we thought the term 
real might be more graspable for laypersons. We aimed at making 
clear to what kinds of violations we refer to by adding the notice 
about aiming at privacy violations in the physical world caused by 
technology and explicitly stating that we were not referring to pri-
vacy concerns caused by web pages or apps. However, technically, 
online privacy violations still happen in the real world. As such, 
the term confation might be a reason for having to exclude 75 of 
our participants’ scenarios. Consequently, future work should be 
consistent with terminology to exclude term confation as a source 
of error. 

The privacy-preserving mechanisms constructed in this investi-
gation were, to some extent, limited to the capabilities of current 
technologies. Yet, we expect new technologies to shape our futures 
signifcantly through, for example, the widespread adoption of AR 
tools. This would enable new opportunities, not only for presenting 
but for actively engaging with privacy information directly in the 

environment. Hence, we also call for repeating the expert inter-
views to account for the technological innovations we expect in 
the upcoming years. 

7 CONCLUSION 
Through a large-scale online survey complemented by in-depth 
interviews and co-design sessions with privacy experts, we con-
tributed four conceptual tools on technology-facilitated privacy 
violations in the physical world: (1) a scenario taxonomy based 
on experienced privacy violations in the physical world to iden-
tify situations in need of privacy-preserving mechanisms; (2) the 
dimensions of privacy violations to decide which situations are in-
deed a violation – as what constitutes a violation is very subjective. 
Additionally, the dimensions can help evaluate the efectiveness of 
implemented mechanisms; (3) a decision tree to decide on the best 
privacy-preserving mechanisms possible considering the individual 
characteristics of a situation; and fnally, (4) a design space to ex-
plore designs for privacy notices in the physical world. Combined, 
our four tools build a conceptual framework to understand and 
mitigate technology-facilitated privacy violations in the physical 
world. 
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A  SURVEY
A.1 Demographics 

(1) In which country do you currently reside? (drop-down list) 
(2) Which gender do you most identify with? 

• Male 
• Female 
• Non-binary 
• Self-described 

(3) How old are you? (number feld) 
(4) What is the highest degree you have received? 

• Less than high school degree 
• High school graduate 
• Some college but no degree 
• Bachelor’s degree 
• Master’s degree 
• Doctoral degree 
• Vocational education 

(5) What is your current primary occupation? (free text) 
(6) Would you describe yourself as a "privacy expert"? (yes/no) 

A.2 Questionnaire 
Privacy is important to all of us. Therefore, humans tend to 
communicate their personal information selectively. How-
ever, due to the prevalence of technology, our surroundings 
(e.g., people, devices, companies, governments) continuously 
try to collect and infer information about us. In such cases, 
we do not know what information is collected or by whom. 
This also means we can not give active consent. As a result, 
we might feel like our privacy has been violated. Note: We 
aim to cover privacy violations in the physical world caused 
by technology. This means we are not referring to privacy 
concerns caused by using web pages or apps. 

(1) Have you ever felt like your privacy was violated in the real 
world by means of technology? (yes/no) 

(2) What type of privacy concerns does this survey address? 
(sanity check) 
• Privacy violations in the real world 
• Privacy violations when using web pages/apps 
[If answered yes to question (1)] 

(3) For the situations in which you have felt that your privacy 
was violated by technology, describe the scenarios as con-
cretely as possible, including: 
1) where you were when the violation happened, 
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2) which technology caused the violation, and 
3) what kind of private information was afected. 
Provide at least 3 scenarios. If you encountered less than 
3, envision new scenarios. Please keep in mind that we are 
not referring to privacy concerns caused by using web 
pages or apps. (free text) 

(4) Did you experience the scenario or envision it? 
(a) I experienced it. 
(b) I envisioned it. 
[If answered no to question (1)] 

Windl et al. 

(5) Envision real-world scenarios where your privacy can be 
violated by technology. Describe the scenarios as concretely 
as possible, including: 
1) where you were when the violation happened, 
2) which technology caused the violation, and 
3) what kind of private information was afected. 
Provide at least 3 scenarios. If you encountered less than 
3, envision new scenarios. Please keep in mind that we are 
not referring to privacy concerns caused by using web 
pages or apps. (free text) 

(6) This is the last question of the survey. If you have any addi-
tional feedback, please let us know here. (free text) 
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