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ABSTRACT

In the last decade, researchers contributed an increasing number of
cross-reality systems and their evaluations. Going beyond individual
technologies such as Virtual or Augmented Reality, these systems
introduce novel approaches that help to solve relevant problems
such as the integration of bystanders or physical objects. However,
cross-reality systems are complex by nature, and describing the in-
teractions and transitions taking place is a challenging task. Thus, in
this paper, we propose the idea of the Actuality-Time Continuum that
aims to enable researchers and designers alike to visualize complex
cross-reality experiences. Moreover, we present four visualization
examples that illustrate the potential of our proposal and conclude
with an outlook on future perspectives.

Index Terms: Human-centered computing—Visualization—
Visualization design and evaluation methods

1 INTRODUCTION

While Virtual Reality (VR), Augmented Virtuality (AV), and Aug-
mented Reality (AR) are often researched as independent technolo-
gies, the lines between them have become increasingly blurry. Nowa-
days, VR-head-mounted displays (HMDs) can integrate physical
objects into the user’s experience, transforming these headsets into
AV devices on demand. In particular, researchers have demon-
strated prototypes that can include physical keyboards for natural
typing [22, 23, 39], furniture to avoid collisions [1], and bystanders
to allow for interaction [13]. Moreover, new hardware enters the
market that empowers users to transition between different degrees
of virtuality, for example, between video see-through AR and im-
mersive VR as seen on recent devices such as the Varjo XR-31.

Consequently, it turns out that terms such as VR, AV, or AR are
too inflexible to capture the various altering Mixed Reality (MR)
experiences that users can enjoy today. Currently, there is no well-
established term that references the degree of virtuality a user cur-
rently experiences, except for the extremes: reality and virtuality. In
this context, we argue for introducing the term actuality to better
describe the current “reality” of a user similar to previous sugges-
tions [9]. The English word actuality derived from the Latin word
actualitas translates to “in existence” or “currently happening.”.
Hence, it could be used to describe the “current reality” of a user.
The state in which the world is in for this particular user [34]. In
this line of thought, it could be used to refer to a specific degree
of virtuality; thus, the word actuality would be suitable to describe
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1Varjo XR-3 Mixed Reality headset, https://varjo.com, last retrieved
on September 26, 2023.

the actual experience of users – the current world that they per-
ceive that coexists with physical reality in which the user is present
inevitably [43].

In the future, such a designated term could be useful due to an
increasing number of prototypes that enable users to experience
not only one particular manifestation like AR or VR but also allow
them to transition between these manifestations seamlessly over
time. Systems that allow for this kind of experience formed a new
research field recently: cross-reality systems. Simeone et al. de-
fined them as systems that “envision (i) a smooth transition between
systems using different degrees of virtuality or (ii) collaboration
between users using different systems with different degrees of virtu-
ality” [33]. By nature, cross-reality systems are rather complex as
they involve multiple actualities, and often there is more than one
user that experiences them. For example, researchers have proposed
cross-reality systems that allow users experiencing different actu-
alities to collaborate and play together [15, 19]. As a result of the
increasing complexity, it becomes hard for researchers to describe
these systems and to communicate the interactions and transitions
between actualities that take place.

A helpful concept to describe and understand cross-reality sys-
tems is the Reality-Virtuality Continuum introduced by Milgram and
Kishino [24]. However, while this continuum can clarify one partic-
ular experience for a user at a defined point in time, it remains chal-
lenging to depict transitions between different actualities over time
(e.g., a user transitioning from reality into a VR experience [36]).
Therefore, we added a time dimension to the Reality-Virtuality Con-
tinuum. This allows one to visualize how entities transition between
different actualities along the continuum. We argue that visualizing
transitions along the continuum over time offers several benefits,
including structuring and communicating novel cross-reality pro-
totypes and comparing cross-reality experiences. We named the
resulting continuum the “Actuality-Time Continuum.”

Our goal is to synthesize a way for the community to describe
cross-reality systems and experiences on an abstract level. There-
fore, we first argue for the term “actualities” to depict one specific
experience along the continuum from Milgram. Next, we describe
ways to advance the continuum to visualize transitions over time.
Fundamentally, we suggest adding a time dimension to the original
continuum. This can help one to understand how users perceive
actuality changes over time. However, we do not limit ourselves
to this; we propose including multiple users on the continuum to
describe mutual influences among them when using a cross-reality
system. We demonstrate our idea by presenting four visualization ex-
amples that are inspired by previously published research prototypes.
Finally, we conclude with an outlook on future perspectives.

Contribution Statement. As cross-reality research is getting
increasingly complex, we introduce a simple visualization concept
that empowers one to depict the interplay of cross-reality system
users, their individual experiences, involved objects, and possible
transitions along the Reality-Virtuality Continuum. Through the
resulting Actuality-Time Continuum, we can visualize interactions
between present entities and transitions that occur over time.
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2 RELATED WORK

In this section, we first present different cross-reality systems and
highlight relevant aspects of these systems that contribute to their
complexity. Then, we revisit the reality-virtuality continuum intro-
duced by Milgram and Kishino [24] and debate extensions of the
continuum. We discuss the term actualities and how we think it
could support structuring the domain of cross-realty systems and
interactions.

2.1 Cross-Reality Systems
According to Simeone et al. [33], cross-reality systems can be classi-
fied into two types: 1) systems that implement a transition between
different actualities, and 2) systems that support multiple users expe-
riencing different actualities.
Single Users Transitioning Between Different Actualities: A tran-
sitional interface is a cross-reality system designed to enable users
to transition on the Reality-Virtuality Continuum [12]. Thereby,
users of transitional interfaces can experience changing actualities
(e.g., switching from AR to VR). For example, the MagicBook from
Billinghurst et al. supports reading it as a normal book but also
offers an AR mode (i.e., augmented with virtual objects) or serves
as a companion for a VR experience [4, 5]. Oftentimes, transitional
interfaces involve more than two actualities, making them rather
complex systems. For example, one reality by Roo and Hachet
supports six different actualities [28].
Multiple Users Experiencing Different Actualities: Users experi-
ence different actualities for purposes such as collaboration [7, 26],
bystander inclusion in virtual experiences [13–15, 23, 38], or the
opposite to have an isolated experience [30]. As different users
can perceive different actualities simultaneously, each user’s per-
spective can differ and therefore needs to be understood by, for
example, collaborators [10]. In this context, clear communication of
the different actualities and their interplay is needed to understand,
structure, and further develop corresponding scenarios and manage
their complexity.

Virtual experiences that use a VR-HMD often result in an iso-
lated experience as bystanders are not included in the experience
nor are they able to perceive the same actuality as the HMD user [2].
Therefore, many approaches investigated the inclusion of bystanders
that do not use a device to join a certain virtual experience. Several
approaches included real-time images of the bystanders into VR ex-
periences by using external cameras [23, 38] or using external touch
displays mounted on an VR-HMD to allow interaction between
reality and VR [14, 15]. To address a larger group of bystanders,
projection-based setups were employed [17, 18]. With the help of
projectors, bystanders can also be an interactive part of a virtual
experience through inside-out tracking [40]. In contrast to shared
experiences, isolated experiences have the goal of detaching users
from their current actuality. Ruvimova et al. introduced an approach
to isolate office workers via VR with the goal of reducing distrac-
tions in an open office space [30]. Similar to bystanders that are not
involved in the experience, two different actualities are created – one
for the person in VR and one for the persons that remain in reality.

Common to all these approaches is that all persons have their own
actuality that is formed through the used technology. Bystanders that
are visually integrated into the virtual experience are still in reality
which is their actuality. Using a 2D display or projections to interact
with a Virtual Environment (VE) differs in terms of perception com-
pared to head-mounted VR. Involving several actualities makes it
hard to describe these systems and the created shared experience due
to the different perspectives. Here, we see the need for abstraction
to obtain a high-level view of these scenarios. In summary, cross-
reality systems can get complex due to multiple users, transitions,
and interactions. Therefore, we revisit the Reality-Virtuality Contin-
uum as it serves as the conceptional foundation of different classes
of such systems.

2.2 The Reality-Virtuality Continuum
At the time of writing, almost 30 years have passed since Mil-
gram and Kishino introduced the Reality-Virtuality Continuum in
1994 [24]. Up to this point, the work has had a profound impact,
coining terms that are frequently used in the field. According to
Google Scholar, the work has over 8000 citations, which highlights
its relevance. Just three years ago, the paper had around 3000 fewer
citations [35], which demonstrates the rapid growth of interest in this
topic. The introduced concept of the Reality-Virtuality Continuum
that spans between Reality (on the left) and Virtuality (on the right)
allows the classification of different technology classes, such as AR
and AV.

On this continuum, Reality refers to the real world, in which every
entity in the scene is real and subject to the laws of physics. On the
other end, Virtuality refers to the VE, in which each entity exists only
virtually [24]. Each point on this continuum between Reality and
Virtuality refers to an experience that mixes different amounts of the
two. While this is useful to depict the properties of MR systems like
conveying information about the degree of reality and virtuality and,
thus, can be used to categorize systems into classes like AR and VR,
the continuum does not allow to communicate changes within these
systems that 1) occur over time and 2) change the degree of virtuality.
Therefore, we propose to extend the Reality-Virtuality Continuum by
adding a time domain to the continuum. Through the time domain,
the continuum could enable one to describe time-dependent cross-
reality interactions and systems and accurately depict the user’s
experience. We call the resulting continuum the “Actuality-Time
Continuum.” In the following, we introduce the term actualities in
greater detail as it has the potential to describe experiences along
the Reality-Virtuality Continuum more precisely and therefore can
help to shape future communication of cross-reality systems and
interaction.
Increasing Number of Actualities: With cross-reality systems,
the ongoing trend towards systems supporting more than one man-
ifestation (e.g., AR or VR) continues. Further, these systems can
implement seamless transitions on the continuum, for example, to
allow users to transition from the real world into VR [20, 30, 37]
or to integrate parts of reality into their VR experience [8, 16, 23].
Hence, the existing term manifestation is too inflexible to reflect
such experiences and, more importantly, does not allow to describe
changes in these experiences over time. Thus, we argue for using
the term “actuality” to depict the current experience of a user. The
term actuality goes back to the concept of “potentiality and actuality”
introduced by Aristoteles [32]. In short, Aristoteles stated that po-
tentiality is a not yet realized possibility of all possibilities that can
happen and an actuality is the realization of a specific potentiality
– the actual thing that became real. The English word actuality is
derived from the Latin word actualitas, which translates to “in exis-
tence” or “currently happening.” In other words, the state the world
is in for a user [34]. In this sense, we could use the term actuality to
describe the “current reality” of MR users – the things that currently
seem to be facts for them.

For example, we can consider two users – one using VR and
one standing nearby. The actuality for the VR user would be a
virtual, digital experience, while for the bystander, the actuality is
reality. Moreover, when a user transitions, for example, from reality
to VR, we can say that the actuality of that user changes over time.
Our definition is in line with the suggestion of Eissele et al. who
propose to use the word actuality for describing different virtual
experiences [9].

3 THE ACTUALITY-TIME CONTINUUM

The Reality-Virtuality Continuum helps one to classify not only
the actuality of a single user but also multiple interacting users.
For example, a single user is completely in VR. This user would be
somewhere on the right-hand side of the continuum. When two users



collaborate in AR and VR [7], we would add the AR user somewhere
on the left-hand side of the continuum. A bystander just watching
the AR and VR users remains in the real world. The bystander would
be shown on the far left of the continuum. However, the current
research and technology trend leads to investigating possibilities
of switching the actuality on the fly. For instance, when the world
around the user influences the experience, there is a short period
during which the user’s actuality can no longer be described as a
single position on the Reality-Virtuality Continuum. An example
of such a scenario would be a bystander interacting with a VR user,
causing the real world to fuse with the virtual world [38]. Another
example is collision prevention [3, 27, 41]).

To empower researchers and designers to quantify their scenarios
fully, we set out to establish a new concept for visualizing how
people transition between actualities throughout an interaction. Thus,
in the following, we present an extended continuum in which we
argue that it is necessary to add a time dimension to quantify what
a user might experience throughout an interaction. We then use
this concept to implement a tool that allows others to generate their
scenarios’ visualizations easily. We envision that this will help
to better envision novel experiences, foster discussion of possible
alternative options, and share new solutions with others.

3.1 Conceptual Design

In the following, we introduce three questions that guided our con-
cept, discuss their implications, and introduce our approach to tackle
accompanying research challenges.
How can one manage the complexity of scenarios involving mul-
tiple actualities? The key for researchers, designers, and developers
is to manage the complexity of their cross-reality scenarios to un-
derstand the impact on the user. Therefore, an abstraction that fits
various scenarios and their dynamic behavior is needed. This ab-
straction must take into account involved entities, objects, and envi-
ronments. In particular, the perspectives of users or bystanders might
differ enormously while experiencing different actualities [13]. The
perceived influences on a user can even come from more than one
actuality, inevitably leading to increased complexity. This makes it
difficult to comprehend individual experiences and their impacts on
the perceiving person (e.g., communication between VR and the real
world [6, 11, 14, 15, 31]). Further, depicting dynamic changes within
these scenarios is vital to managing complexity and understanding
the interplay between users, objects, and the environment.
How can one compare and articulate research or experiences
involving multiple actualities? Comparing novel experiences to
previously introduced research from the literature can be cumber-
some due to complexity or a difference in the underlying hypotheses
or research questions. Furthermore, relevant aspects can often be hid-
den inside the research prototypes. Transitions along the continuum
over time add yet another layer of complexity. To approach these is-
sues, we suggest visualizing experiences along the Reality-Virtuality
Continuum to gain insight into involved users’ experiences, where
they manifest on the continuum, and how transitions can occur (i.e.,
when and how transitions affect the user’s experience). This can
help researchers to better understand the influences on the user and
to articulate new ideas to others in order to obtain feedback on future
design decisions that incorporate some form of the interplay among
multiple actualities. Still, we believe that visualization should be
abstract enough to allow for comparing a wide array of scenarios.
How can the Reality-Virtuality Continuum be utilized to ana-
lyze scenarios involving multiple actualities? Currently, it is not
entirely clear where on the continuum specific research projects
of systems are located. For example, two VR systems could be
classified close to the VR side of the continuum. It remains unclear
to what extent, for example, the enrichment of a VR experience
through a real-world object shifts it on the continuum towards AV.
Quantifying ranges on the continuum might help with comparing

and classifying future experiences, systems, or research prototypes,
making them more comparable and easier to understand. Knowing
how far a transition on the continuum goes might help in under-
standing its impact on transitioning users and their experiences and
perceptions.

3.2 Components of the Visualization

The concept’s general structure consists of three elements: the actu-
ality someone experiences (e.g., reality, AR, or VR), the time, and
the entities (e.g., users, objects, or environments). Here, the actuality
is represented on the x-axis and the time on the y-axis. As a result,
we obtain the Actuality-Time Continuum. Here, two or more entities
on the Actuality-Time Continuum stand in a specific relationship to
each other. This allows one to represent various interactions between
entities on the continuum over time. Now, we can visualize the in-
terplay of entities experiencing different actualities or transitions
between them.
Actualities on the Continuum: To describe the actuality that a user
experiences, we use the Reality-Virtuality Continuum. We placed
this continuum on the x-axis to depict the actuality of entities. The
actuality of users that are positioned furthest on the left is reality,
whereas the actuality of users furthest on the right is the purely
virtual world.
Time: Exploring previous literature, we realized that the use of the
Reality-Virtuality Continuum poses challenges when expressing the
mix of elements from Reality and Virtuality over time. Therefore,
we added a y-axis to our visualization that runs from top to bottom
representing time. Here, we took great inspiration from sequence
diagrams that are part of the unified modeling language (UML) [29].
We did not specify a definitive time measurement unit for this axis
to avoid restrictions regarding specific scenarios. Hence, the time
was specified in steps rather than hours, minutes, or seconds. This
provides more flexibility and the ability to visualize various scenarios
with the Actuality-Time Continuum. This allows us to change the
actuality dynamically by moving along the continuum at different
times.
Entities: We have identified two types of entities that can temporar-
ily influence the experience: Subjects and Objects. The difference
between both entities is that subjects have ways to perceive their
environment, while objects have no perception. Hence, subjects can
experience their environment and therefore an actuality exists that
describes their current experience. However, besides this difference,
subjects and objects also have attributes in common. Primarily, both
can either exist physically in the real environment, digitally in the
VE, or in both environments simultaneously. In many scenarios,
subjects are users and bystanders [23, 25, 38]. Bystanders can en-
gage with the user, but their presence alone can already impact the
perceived actuality. Objects can impact or enrich the interaction, or
may be important for the user’s safety (e.g., visualizing walls around
the user).

4 VISUALIZATION EXAMPLES

To illustrate our abstract visualization concept, we highlight four
different examples inspired by previous cross-reality prototypes (see
Fig. 1). The first two are single-user-focused examples in which
the main influence is due to the environment or remote people. The
other two are co-located multi-user examples in which a bystander
influences the AR or VR user.
Obstacle Awareness in Mobile VR: The first example was extracted
from SafeXR by Kang et al. [21]. To make a mobile VR user aware of
obstacles, they used built-in smartphone sensors to extract features
from real-world objects and alert the user. The system was tested
using a mobile VR game (see Fig. 1a). Overall, their approach
demonstrated a promising solution for enhancing user safety in
immersive VR environments.
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(d) Bystander Approaches a VR User [23].

Figure 1: Four example visualization using the Actuality-Time Continuum. The examples are inspired by previously proposed cross-reality
systems. Different colors depict different entities. Solid lines indicate the perspective of the subject that experiences the current actuality.

Receiving a Message in VR: The second example is inspired by
Ghosh et al. [11]. Here, a Slack message was presented visually
in VR. The message was presented on existing surfaces based on
the user’s location and viewing direction. This method successfully
integrated a traditional messaging interface into the VR experience,
demonstrating a novel way to receive notifications in a VR environ-
ment. For the visualization, see Fig. 1b.
Bystander Joins an AR Experience: We extracted the third ex-
ample from the work of Xu et al. [42]. In this paper, a non-HMD
user could use a smartphone to join the same AR experience as
an HMD user experiencing virtual content in AR. The virtual AR
content was synchronized between the HMD and the smartphone to
present a joint experience in AR and enable interaction (see Fig. 1c).
This highlighted the potential for cross-platform engagement and
co-experience, effectively integrating non-HMD users.
Bystander Approaching a VR User: The fourth visualization
is inspired by work from McGill et al. [23]. In this example, a
bystander approaches a VR user. When the bystander enters the
same tracking space as the VR user, the former fades into the virtual
view. When the VR user chooses to engage with them, they are

rendered fully opaque (see Fig. 1d). This interaction technique
underscores an intriguing way to incorporate real-world entities into
the VR environment, thereby bridging the gap between virtual and
physical presence.

5 CONCLUSION

In this paper, we introduced the concept of the Actuality-Time Con-
tinuum. This extended continuum allows one to position multiple
entities on the Reality-Virtuality axis and use the new time axis to
visualize their interplay over time. The positioning of entities now
allows one to visualize the actuality of them their relationships with
others and also transitions between different manifestations (e.g.,
AR or VR). Our visualization can be used to explore alternatives
during the development process, discuss ideas with others, or com-
pare different cross-reality systems. We hope that our work sparks
discussion on how to describe complex cross-reality systems in an
intuitive way. In this context, we used the term ”actuality” – Latin
for “in existence” or “currently happening” – to name our extension
of the Reality-Virtuality Continuum [24].
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