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ABSTRACT
Affective computing improves rapidly, allowing systems to pro-
cess human emotions. This enables systems such as conversational
agents or social robots to show empathy toward users. While there
are various established methods to measure the empathy of hu-
mans, there is no reliable and validated instrument to quantify
the perceived empathy of interactive systems. Thus, we developed
the Perceived Empathy of Technology Scale (PETS) to assess and
compare how empathic users perceive technology. We followed
a standardized multi-phase process of developing and validating
scales. In total, we invited 30 experts for item generation, 324 par-
ticipants for item selection, and 396 additional participants for scale
validation. We developed our scale using 22 scenarios with oppos-
ing empathy levels, ensuring the scale is universally applicable. This
resulted in the PETS, a 10-item, 2-factor scale. The PETS allows
designers and researchers to evaluate and compare the perceived
empathy of interactive systems rapidly.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI).
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1 INTRODUCTION
Recently, we have seen a rapid development in affective computing,
with machines enhancing interaction through human-like emo-
tional expression. This allows systems such as conversational agents
or social robots to empathize with users. In particular, with re-
cent advances in artificial intelligence, namely the development of
large-scale language models, the ability of conversational agents
to conduct elegant conversations has dramatically improved. This
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is already helping to advance the field of affective computing in
the expression and communication of simulated human emotions,
allowing systems to appear empathic to the user and provide emo-
tional support [16, 31, 54, 80]. While there are several established
methods for measuring human empathy [30, 32, 81], there is no
reliable and validated instrument for quantifying the perceived
empathy of interactive systems.

Therefore, developers and researchers of empathic systems have
mainly used scales initially designed to measure human empathy
or related concepts, adapting the item selection, wording, or user
perspective [21, 22, 25, 45, 57, 88, 89]. As these scales were not
designed to measure the perceived empathy of intelligent systems,
it is questionable whether they are valid in this context. A larger
set of previous work has modified existing scales to make them
suitable for assessing systems [22, 45, 45, 57, 88, 89]. Specifically,
the authors selected or modified individual scale items in order to
use them in specific contexts and for measuring systems’ empathy.
Concannon and Tomalin [25] took the first steps in creating a new
scale focused on conversational agents by adapting the TES frame-
work [32]. However, with respect to established scale development
approaches cf. Boateng et al. [13], their scale has yet to be validated,
as acknowledged by the authors.

Our work explores how users perceive the empathy expressed
by technologies such as social robots and conversational agents.
We developed and validated the Perceived Empathy of Technology
Scale (PETS) to measure how well users perceive the expressed em-
pathy of systems. To do so, we followed a structured approach based
on Boateng et al. [13]’s guidelines for developing and evaluating

Table 1: The 10-item, two factor Perceived Empathy of Tech-
nology Scale (PETS). To be used with randomized 101-point
sliders ranging from strongly disagree to strongly agree.

PETS-ER Emotional Responsiveness

E1 The system considered my mental state.
E2 The system seemed emotionally intelligent.
E3 The system expressed emotions.
E4 The system sympathized with me.
E5 The system showed interest in me.
E6 The system supported me in coping with an emotional

situation.

PETS-UT Understanding and Trust

U1 The system understood my goals.
U2 The system understood my needs.
U3 I trusted the system.
U4 The system understood my intentions.
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empirical scales. After consolidating the literature, we invited 30
experts to generate items. With these items, we started a multi-step
process involving 324 participants to reduce the initial 100 items.
After an exploratory factor analysis, we administered the items to
a total of 396 additional participants for scale validation. The final
confirmatory factor analysis left us with ten final items. We used
22 scenarios with opposing levels of empathy for development and
evaluation, ensuring that the scale is universally applicable.

The multi-stage scale development process resulted in PETS,
illustrated in Table 1, a 10-item scale for assessing and compar-
ing how empathic users perceive technology. PETS consists of
two factors, the first assessing the user’s Emotional Responsiveness
(PETS-ER) and the second assessing the user’s Understanding and
Trust (PETS-UT) of the technology. The scale allows designers and
researchers to measure and compare interactive systems’ perceived
empathy quickly.

2 RELATEDWORK
The initial phase of our scale development process involved gaining
a broad understanding of the concept of empathy, with a specific
focus on empathic systems. We also examined existing approaches
to measuring empathy in technology to determine the need for and
requirements of a standardized scale.

2.1 Empathy
Empathy has been studied for over a century, yet it lacks a single,
agreed-upon definition. For example, Hoffman [44] defines empa-
thy as an emotional state “triggered by another’s emotional state or
situation, in which one feels what the other feels or would usually
be expected to feel in this situation” [44]. In general, research often
describes empathy as a multidimensional construct that can be
divided into cognitive and emotional components [3, 6, 27, 30, 44].
Cuff et al. [27] examined 43 definitions of empathy and analyzed
aspects like the relationship between empathy and related concepts
such as compassion or sympathy [27, 43]. They conclude that empa-
thy has an affective component that elicits emotional responses and
a cognitive component for understanding and perceiving a subject
through various concepts such as perspective taking, interpretation
of nonverbal cues, or projection. Further, Cuff et al. [27] conclude
that an observer’s empathic reactions may be similar but not nec-
essarily identical to the subject’s emotion, that empathy can occur
without direct stimulation, and that it requires awareness of its
cause.

The related concept of emotional contagion can be described as
experiencing emotions based on the emotions of another person [7,
42]. However, Cuff et al. [27] emphasize that, unlike emotional
contagion, empathy requires the observer to be aware of their
emotional response and its cause. Empathic accuracy is defined as
the ability to correctly perceive someone’s internal state [7, 49].
Other terms often used in the context of empathy research are
empathic concern and personal distress [30]. In his empathy-altruism
hypothesis, Batson [7] describes empathic concern as an other-
oriented emotional response, that is, feeling for someone else and
serving as a motivation for altruistic behavior [7, 15]. Personal
distress, in turn, refers to the experience of self-oriented feelings
such as anxiety or discomfort as a result of observing another

person’s distress [7, 15, 33, 44, 49]. Hoffman [44] describes five
underlying patterns that can cause empathic distress: mimicry,
conditioning, direct association, verbally mediated association, and
perspective-taking.

2.2 Empathy in HCI
Empathy is typically discussed in the context of human interaction
as a motivator for pro-social behavior that can enhance the quality
of social relationships [5, 44, 62]. However, there is also growing
interest in the role of empathy in human-computer interaction. We
distinguish between technology that mediates empathy between
agents, empathy toward a system, and systems that act empathic.
Given the context of our paper, we will focus primarily on the third
category, empathic systems.

Empathy Mediating Systems. Although it often limits nonverbal
modalities, computer-mediated communication (CMC) also offers
the potential to foster empathy between users by allowing them to
share experiences and emotions over distance and in new ways [70].
For example, Hassib et al. [41] developed an application that ex-
tends nonverbal communication in CMC by visualizing heart rate
in text messaging, which increased contextual understanding and
empathy between users. Similarly, Frey et al. [37] describe a device
that captures and potentially shares breathing patterns to increase
connectedness and empathy. Curran et al. [28] studied narrative
text and bio-signal visualization in virtual reality. They found that
narrative text positively affected empathic accuracy, while visual-
ization of electrodermal activity had a negative effect.

Empathy Toward Systems. Empathy toward a system can improve
the user-system relationship, but it can also have other positive so-
cial effects for the user [23]. Chin et al. [23] examined how different
response styles affected users’ empathy toward a voice-based agent
after it was verbally abused. The empathic response style increased
feelings of guilt, reduced anger, and improved the perceived capa-
bilities of the system. Lee et al. [53] created a chatbot that expressed
vulnerability and sought advice from the user to elicit empathy,
increasing users’ self-compassion. In addition, social robots such
as Paro [39, 48], which are designed to evoke empathy and feelings
of care, can help users cope with loneliness or the perception of
pain [39].

Empathic Systems. We find that most systems that are intended
to behave empathically and are perceived as such by the user are
in the area of conversational agents (CA) and human-robot interac-
tion (HRI) [66, 67]. Such empathic systems are typically designed
to recognize user emotions and respond in two ways: emotional
expressions and functional adaptations like supportive behavior.

A simple approach to simulate empathy is to mimic the detected
affective state. Hu et al. [45] described a voice-based CA that re-
flects the user emotion detected in their speech by responding with
vocal utterances (“ha-ha”, “wow”, “um...”). Besides these emotional
expressions, the CA also adapted the conversation flow through
praising, distraction, and reappraising strategies, increasing the
empathic agent’s perceived emotional intelligence [45]. Yang et al.
[89] also presented a virtual agent that simulates empathy by re-
flecting the user’s emotions verbally and through the avatar’s body
language. Bickmore and Picard [11] described another embodied
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Domain 
Identification
Review domain 
definitions and 
existing measures.

Item 
Generation 
Expert interviews 
(N=18) to generate a 
initial item set.

Item 
Validation 
Expert rating of item 
relevance (N=8).
Expert focus groups 
for evaluation (N=6)

Item 
Testing
Testing items with 
18 audio scenarios 
(N=324).

Item 
Reduction
EFA on test data.

Scale
Evaluation
CFA (N=200 and 
N=100), reliability and 
validation (N=96)  on 
four video scenarios.

PETS10-item
2-factor          100 items 38 items test data 12 items 2 factors

Figure 1: PETS creation based on scale development process by Boateng et al. [13].

virtual agent that expresses emotional responses through nonver-
bal cues such as gestures, gaze, and proximity. They found that
empathic behavior increased respect, liking, and trust toward the
system during long-term use.

Burmester et al. [21] introduced the concept of a digital compan-
ion that provides an empathic experience in an office work context
through support, security, collaboration, and positive feedback. In
contrast to most other approaches, their system does not focus on
recognizing or expressing emotions. In another context, Xu et al.
[87] and Hu et al. [47] presented two chatbots that respond to emo-
tional requests in social media customer service. Again, they did
not establish empathic behavior through emotional expressions but
through helpfulness, politeness, apologetic behavior, and expres-
sions of understanding [47, 87].

Empathic behavior is particularly important for systems that of-
fer psychological or medical support. Brandtzæg et al. [16] explored
how interacting with a chatbot can foster social and emotional
support by expressing empathy, trust, and care, for example, by
showing interest in the user’s emotional state. They also point out
that interacting with an artificial system can provide “a feeling of
anonymity and freedom” [16] that encourages self-disclosure and
trust. As de Gennaro et al. [31] explored, chatbots can also help
users cope with social exclusion by showing engagement, engaging
in small talk about themselves, and responding empathically when
users report negative feelings. Liu and Sundar [56] and Daher et al.
[29] studied empathic chatbots that provided personal health ad-
vice. They found that empathic behavior was preferred, especially
by users who were skeptical of intelligent devices. The chatbots
examined expressed sympathy and understanding and showed that
they recognized and acknowledged the user’s situation to show
empathy [29, 56].

Besides conversational agents, a second popular application area
for empathic systems is social robots [26, 66, 67]. Buono et al. [20]
presented the concept of an empathic care robot that responds
to the user’s emotions to increase trust and confidence in elderly
care. It analyzes the user’s speech and facial expressions to deter-
mine empathic behavior with the goal of consoling, encouraging,
motivating, or calming the user. Their model also includes the de-
termination of an internal affective state for the robot [20]. Ullrich
et al. [83] describe an empathic robot that acts as a “companion
in misfortune” for children in a doctor’s waiting room by react-
ing to their emotions, providing comfort, and narrating relatable
experiences. In addition, the robot uses positive coping strategies
and generates attention by addressing the children by name and
making eye contact [83]. The social robot introduced by Leite et al.

[55] uses similar strategies to act as a companion in a real-world
board game scenario. It tries to build a personal relationship and
provides motivational and empathic comments and gestures.

The systems described above follow different strategies to gen-
erate empathic behavior. A common but not necessary component
is the analysis of context and nonverbal cues in speech, text, fa-
cial expression, or gestures. Typical reactions include mirroring
emotional expressions, providing support and positive feedback,
acting engaged and polite and showing interest, sympathy, under-
standing, and perspective-taking. We used the empathic systems
presented in this paragraph to design our test scenarios as described
in Section 5.2.

2.3 Measuring Empathy
Several established methods and scales exist for assessing empathy
in person-to-person interactions [34, 81]. Some of the most popular
measures for assessing empathy are the Therapist Empathy Scale
(TES) by Decker et al. [32], the Interpersonal Reactivity Index (IRI)
by Davis [30], and the Toronto Empathy Questionnaire (TEQ) [81].

They developed the 9-item TES scale to assess “cognitive, af-
fective, attitudinal, and attunement aspects of therapist empathy”
[32], to be used by third-person raters analyzing speech and vo-
cal cues. The IRI provides 28 items and four subscales covering
self-assessed perspective-taking, fantasy, empathic concern, and
personal distress, with fantasy referring to the tendency to identify
with fictional characters [30]. The TEQ consists of 16 items for
self-assessment, covering empathic responding, emotion compre-
hension, sympathetic physiological arousal, altruism, emotional
contagion, and the perception and assessment of emotional states
in others [81]. There are also older scales, such as Hogan’s The
Empathy Scale from 1969 or the Questionnaire Measure of Emotional
Empathy (QMEE) from 1972. However, according to Spreng et al.
[81], they are no longer recommended for reliable assessment of
empathy. Besides these established, generalized scales, there are
also methods designed for specific use, such as measuring autism
symptoms or nursing empathy in a medical context [81].

Powell and Roberts [70] constructed the 9-item, 3-factorMeasure
of State Empathy (MSE) scale to assess users’ cognitive, affective,
and compassionate empathy in digital interaction. They also intro-
duced two additional 7-point Likert items that asked participants
directly to what degree they experience empathy in CMC and face-
to-face interaction. In a more perspective-taking approach, Curran
et al. [28] had participants rate another subject’s emotions on a con-
tinuous valence scale and compared this to the subject’s self-rating
to calculate empathic accuracy.
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Measuring System Empathy. To measure perceived system empa-
thy, most researchers adopted existing scales for assessing human
empathy and modified the wording and perspective for the system
context. For example, Yalçın and DiPaola [88] modified the Toronto
Empathy Questionnaire (TEQ) to measure system empathy in a
user-avatar interaction from a third-person perspective by watch-
ing videos of interaction scenarios. However, Yalçın and DiPaola
[88] did not provide details on how they modified the 16-item TEQ.
Concannon and Tomalin [25] developed the 10-item Empathy Scale
for Human-Computer Communication (ESHCC) based on the Ther-
apist Empathy Scale (TES). They rephrased the nine original TES
items to refer to a system instead of a therapist and to work in text-
or voice-based scenarios. While these nine items address empathic
concern, expressiveness, acknowledgment, warmth, attunement,
understanding, acceptance, and responsiveness, Concannon and
Tomalin [25] also extended the scale by an item to assess fallacy
avoidance. As TES, the scale was designed to measure empathy
from a third-person observer perspective. Charrier et al. [22] de-
veloped the Robot’s Perceived Empathy (RoPE) scale based on an
exploratory workshop approach. The scale consists of 18 items cov-
ering empathic understanding and empathic response to determine
a system’s perceived empathy.

Pelau et al. [68] explored the relationship between perceived em-
pathy, anthropomorphism, interaction quality and acceptance and
trust of human-AI interaction in a restaurant service context. To
measure perceived empathy, they introduced a subscale consisting
of 13 items taken from various related studies. Some researchers
have also modified questionnaires designed to measure human emo-
tional intelligence rather than empathy. Yang et al. [89] andMa et al.
[57] used 20 items based on a modified MSCEIT questionnaire [60]
to create a Perceived Emotional Intelligence Questionnaire (PEI), that
measures how well an agent is able to perceive, use, understand,
and manage emotions. Hu et al. [45] selected four items of this
PEI questionnaire [57] to assess the empathic behavior of their
voice-based CA. Finally, Burmester et al. [21] suggested using a
submodule of the MeCUE questionnaire [63] that captures posi-
tive and negative emotions in interaction to evaluate emotionally
expressive agents.

As shown above, a growing number of systems are designed to
act empathically. Assessing the perceived empathy of these systems
is crucial for evaluating their effectiveness and comparing their
performance in different contexts and applications. However, there
is currently no established approach, especially from a direct user
perspective. In the following, we describe the development of a
comprehensive and standardized scale, the Perceived Empathy in
Technology Scale (PETS).

3 ITEM GENERATION
Figure 1 illustrates the process we followed to develop PETS based
on the standardized scale development approach of Boateng et al.
[13]. We decided to follow a bottom-up approach, as empathy, when
perceived from a system, does not necessarily follow the same
mental model as when perceived from a human. For instance, an
artificial system might not be able - or be believed - to experience
emotions on its own and, therefore, might not cover affective com-
ponents such as empathic concern or personal distress, as defined

in established empathy definitions (see Section 2.1). Concannon
and Tomalin [25] outline that simulating the experience of such
affective states might lead to credibility fallacy. They argue that
such distinctive aspects prevent using unadapted human empa-
thy metrics to assess system empathy. We also argue that artificial
systems offer advantages by design that could influence the user
experience and be considered when modeling the perceived em-
pathy of a system. For example, as suggested by Brandtzæg et al.
[16], an unbiased, anonymous system can increase trust and en-
courage users to open up. Artificial systems also offer advanced
cognitive capabilities when analyzing human behavior. In addition
to humanly perceptible cues such as gestures, they could, for ex-
ample, recognize heart rate or, in the case of personal assistants,
have insights into a large amount of personal data. Such specific
capabilities could lead to a different view of the cognitive dimension
of empathy.

In Section 2.3, we described the state-of-the-art approaches for
measuring empathy, which are typically limited to certain scenarios
or modalities. Thus, we aimed to develop a questionnaire to mea-
sure a wide range of systems. Moreover, prior approaches mostly
modified an existing empathy scale to adapt it to the specifics of a
human-system use case and, as such, often lacked validation. Fur-
thermore, research by Elliott et al. [34] suggests that third-person
observer perspectives of empathy tend to be less effective. There-
fore, our scale items focus on assessing the perceived empathy of a
system from the user’s perspective, ideally after interacting with
the system. The potential differences and requirements defined
above required an unrestricted exploration of system empathy. For
this reason, we did not set any modeling requirements in the first
interviews, in order not to influence the experts’ mental models of
empathy in the human-system context.

This bottom-up approach resulted in 18 expert interviews to
generate the initial item set. The 100 generated initial items are
listed in Table 3.

3.1 Procedure
We conducted the interviews remotely using Zoom and Miro AI.
After welcoming the participants to the video call, we explained
the interview procedure and asked them to provide written consent
to participate in the interview and to the audio and video record-
ings. We followed a semi-structured approach with 25 questions
and collaborative tasks covering the following topics: empathy in
human interaction, empathy in HCI, empathic systems, empathy
toward systems, and methods to measure empathic systems. The
complete interview guide is available at https://perceived-empathy-
of-technology-scale.com and in the Supplementary Material. In
addition, the participants had to self-assess their level of expertise
in related areas using 5-point scales (see Table 2).

3.2 Participants
We interviewed 18 experts between the ages of 25 and 38 years (𝑀 =

30.9, SD = 3.7), of which seven identified as female and eleven as
male. Table 2 provides an overview of background and self-assessed
expertise in affective systems (𝑀 = 3.4, SD = 1.3), emotional, social
or behavioral theories (𝑀 = 3.8, SD = 0.9), empathy measurement
or theories (𝑀 = 2.4, SD = 1.2) and application (𝑀 = 4.7, SD = 0.5)

https://perceived-empathy-of-technology-scale.com
https://perceived-empathy-of-technology-scale.com
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Table 2: Overview of the backgrounds and expertise of the 18 experts who participated in the initial item generation. Including
scientific degree and domain as well as self-assessed expertise in psychology (Psych.), HCI, affective systems (AS), emotional,
social or behavioral theories (ESB), empathy measurement or theories (Emp.), and application (App.) and development (Dev.)
of scientific rating scales. Domains: affective computing, human-robot interaction (HRI), human-AI interaction (HAI), user
research, cognitive neuroscience, digital health, HCI and psychology.

Degree Psych. HCI Domain AS ESB Emp. App. Dev. Age Gender

1 Doctoral ■■□□□ ■■■□□ Aff. Comp. ■■■■■ ■■■■□ ■■■■□ ■■■■□ ■■■■□ 38 y male
2 Master’s ■■□□□ ■■■■□ HRI ■■■■□ ■■■■■ ■■■■□ ■■■■■ ■■■□□ 25 y female
3 Doctoral ■■■■■ ■■□□□ Psych. ■■□□□ ■■■■■ ■■■□□ ■■■■■ ■■■■■ 32 y female
4 Master’s ■■□□□ ■■■■□ HCI ■■■■■ ■■■■□ ■■■■□ ■■■■□ ■■■□□ 28 y female
5 Master’s ■■■■■ ■■■■□ Psych. ■■■■■ ■■■■■ ■■■■□ ■■■■■ ■■■■□ 28 y male
6 Doctoral ■■□□□ ■■■■■ HAI ■■■■■ ■■■■□ ■■■■□ ■■■■■ ■■■■■ 32 y male
7 Master’s ■■■□□ ■■■■■ Dig. Health ■■□□□ ■■■■□ ■□□□□ ■■■■■ ■■■■□ 32 y female
8 Master’s ■■□□□ ■■■■□ HRI ■■■■□ ■■■□□ ■■□□□ ■■■■□ ■■■□□ 27 y male
9 Doctoral ■■■□□ ■■■■□ Aff. Comp. ■■■■■ ■■■■□ ■■□□□ ■■■■□ ■■■□□ 37 y male
10 Doctoral ■■□□□ ■■■■□ User Res. ■■■■□ ■■■■□ ■■□□□ ■■■■■ ■■■■■ 33 y female
11 Master’s ■■□□□ ■■■■□ HCI ■■□□□ ■■■□□ ■□□□□ ■■■■□ ■■■■□ 31 y male
12 Master’s ■■□□□ ■■■■□ HCI ■■■■□ ■■■■□ ■■■□□ ■■■■■ ■■■■□ 31 y male
13 Master’s ■■□□□ ■■■■□ HRI ■□□□□ ■■□□□ ■□□□□ ■■■■■ ■■□□□ 35 y male
14 Master’s ■■■■□ ■■■■□ Cog. Neurosc. ■■■□□ ■■■■□ ■■□□□ ■■■■■ ■■□□□ 29 y male
15 Doctoral ■■□□□ ■■■■■ HCI ■■□□□ ■■□□□ ■□□□□ ■■■■■ ■■■□□ 35 y male
16 Master’s ■■■■□ ■■■■■ Dig. Health ■■■■□ ■■■■□ ■■■□□ ■■■■■ ■■■■■ 27 y female
17 Master’s ■■■□□ ■■■■■ HAI ■■■□□ ■■■■□ ■□□□□ ■■■■■ ■■■■■ 30 y male
18 Master’s ■■■□□ ■■■■□ HCI ■■□□□ ■■■■□ ■■□□□ ■■■■□ ■■□□□ 27 y female

and development (𝑀 = 3.7, SD = 1.1) of scientific rating scales. All
participants had expertise in HCI (𝑀 = 4.1, SD = 0.8) or psychology
(𝑀 = 2.8, SD = 1.1), 14 were actively engaged in academic research,
and four were employed in industry, working in user research, and
affective computing. As visualized in Table 2, we covered a broad
spectrum and high level of expertise regarding both related theories
and applications. The participants rated their expertise as high
particularly in the areas of HCI, emotional, social, or behavioral
theories, and the application of scientific rating scales. Further,
their self-assessment indicated good expertise in the development
of scientific scales.

3.3 Qualitative Results
The interview sessions lasted between 32 and 68 minutes (𝑀 = 45.4,
SD = 8.8). The 18 interviews were transcribed verbatim. We then
followed the Blandford et al. [12] procedure for thematic analysis.
First, one researcher open-coded all interviews using an inductive
approach with ATLAS.ti. Then, over several hour-long sessions,
three researchers extracted themes from the interviews for item
generation. From an initial set of 1809 identified codes, we finally
formulated 100 statements representing the perspective of the in-
terviewed experts on what is essential to quantify empathy. These
statements formed the basis of our item set, as listed in Table 3.
Furthermore, the qualitative data served as additional input for
generating our test scenarios in the following steps.

4 ITEM VALIDATION
As illustrated in Figure 1, item validation was the next step after
generating the initial set of items. According to Boateng et al. [13],

at this point in development, content validity is required to assess
whether the generated items measure the target domain using the
Content Validity Index (CVI). We followed a two-step process to
filter our initial set of 100 items. As suggested by Boateng et al. [13],
we had domain experts (𝑁 = 8) rate all items for content relevance
to ensure representativeness and technical quality. In a second step,
we conducted an expert focus group (𝑁 = 6) to refine the remaining
relevant items from a potential PETS end-user perspective.

4.1 Expert Ratings: Procedure
We conducted an online expert rating survey to calculate the CVI.
We asked eight experts to rate each of the 100 items on a 4-point
scale regarding its appropriateness to the topic.

Procedure. Before item rating, we informed the participants of
the purpose of our study, emphasizing that the items were potential
candidates for a scale that was intended to measure the perceived
empathy of technology from the user’s perspective. We instructed
them to rate each of the 100 initial items for its relevance to such
a questionnaire. We then presented a randomized list of our item
texts, with each text followed by the question of how relevant the
item is for measuring empathy. Experts had to choose the answer
for each item on a 4-point scale: not relevant - somewhat relevant -
quite relevant - very relevant. We derived this rating procedure from
research on content validation by Polit and Beck [69] and Yusoff
[91], and decided to go with the suggested 4-point scale to avoid
having an ambivalent midpoint [69]. In addition, the experts could
add comments to each item in a free text field. Finally, we asked
participants to self-assess their level of expertise in related areas
via 5-point scales. A study session lasted approximately 30 minutes.
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Table 3: Initial item generation resulted in 100 items. Expert ratings removed 55 items due to lack of content validity. The
subsequent focus group removed another nine items and added two new modified item variants (*), resulting in a validated
set of 38 items. Finally, exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) reduced the set to 10 items,
resulting in the final PETS with two factors (E1-6, U1-4). All negatively scored items (-) have been removed throughout the
process.

Final PETS items

E1 The system considered my mental state.
E2 The system seemed emotionally intelligent. *
E3 The system expressed emotions.
E4 The system sympathized with me.
E5 The system showed interest in me.
E6 The system supported me in coping with an emotional situation.
U1 The system understood my goals.
U2 The system understood my needs.
U3 I trusted the system.
U4 The system understood my intentions.

Items removed in CFA iteration

11 The system reacted to my emotions.
12 The interaction with the system felt very social.

Items removed in EFA

13 The system considered my emotions.
14 The system perceived my concerns.
15 I felt an emotional connection with the system.
16 The system understood my thoughts.
17 The system understood my perspective.
18 The system understood my goals, intentions, and needs.
19 The system showed kindness toward me.
20 The system recognized my non-verbal cues.
21 The system did show no interest in me. (-) *
22 The system cared about me.
23 The system was respectful toward me.
24 The system shared my feelings.
25 The system understood what I was communicating.
26 The system reacted to my behavior.
27 The system helped me better cope with difficult moments.
28 The system considered my past experiences.
29 The system considered my physical state.
30 The system was egocentric. (-)
31 The system helped me to open up.
32 The system considered my personal preferences.
33 Over time, my emotional connection with the system increased.
34 The system seemed intelligent.
35 The system cared for my well-being.
36 The system made me feel comfortable.
37 The system acted selfish. (-)
38 The system was purely functional. (-)

Items removed through validation by focus group

39 The system reacted to my stress level.
40 The system spent time to engage with me.
41 The system would be a great companion in my everyday life.
42 The system was tolerant.
43 The system made me feel calm.
44 The system actively engaged.
45 The system was polite.
46 The system acted responsibly.
47 The system provided a positive user experience.

Items removed through validation by expert ratings

48 The system reacted dynamically.
49 The system showed empathy in a different form than a human would.
50 The system make me feel better.
51 The system considered the context.
52 The system reacted at the right time.
53 The system was judgemental. (-)
54 The system appeared to be human-like.
55 The system provided assistance.
56 The system was patronizing. (-)
57 The system seemed to have a personality.
58 The system mitigated my sadness.
59 The system reacted to my explicit input.
60 The system gave advice and solutions.
61 The system was personalized to me.
62 The system acted unexpectable. (-)
63 My level of empathy influenced my perception of the system.
64 The system reacted appropriately.
65 The system mimicked me.
66 The system increased my wellbeing.
67 The system was reliable.
68 The system reduced my frustration.
69 The system tried to build me up.
70 The system tried to manipulate me. (-)
71 The system considered my workload.
72 The system actively started conversations.
73 The system was interruptive. (-)
74 The system was unobtrusive. (-)
75 I cared for the system.
76 The system offered me hedonic benefits.
77 The system provided a good user experience.
78 The system considered personal information about me.
79 The system acted natural.
80 The system was easy to understand.
81 Communicating with the system helped me improve my social skills.
82 The system was straightforward.
83 The system used non-verbal cues to express itself.
84 The system helped me combat loneliness.
85 The system does not require empathy from the user.
86 The system acted correctly.
87 The system was annoying.
88 The system was not biased.
89 The system acted on its own.
90 The system acted rule-based. (-)
91 The system acted unnatural. (-)
92 My level of tech affinity influenced my perception of the system.
93 I thanked the system.
94 I apologized to the system.
95 The system acted repetitive. (-)
96 The system gave advice.
97 The system helped me to think about myself.
98 The system was competent.
99 The system portrayed specific gender stereotypes.
100 The system had some sort of embodiment.
101 The system gave solutions.
102 The system increased my efficiency in completing tasks.

Participants. We invited eight experts with a psychology and/or
HCI research background who had not participated in the previ-
ous item generation. The anonymous survey included information
about the study and data processing, to which all participants con-
sented. Participation was voluntary and could be terminated at any
time. The average age of the participants was 34.6 years (SD = 4.9),
with three participants identifying as female and five as male. Five

participants had a doctoral degree, and three had a master’s degree.
Table 4 provides an overview of the expert group. It shows self-
assessed expertise in affective systems (𝑀 = 3.0, SD = 0.9), emo-
tional, social or behavioral theories (𝑀 = 4.0, SD = 1.3), empa-
thy measurement or theories (𝑀 = 3.1, SD = 1.3) and applica-
tion (𝑀 = 4.6, SD = 0.5) and development (𝑀 = 3.6, SD = 1.2)
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of scientific rating scales. All participants had expertise in HCI
(𝑀 = 4.5, SD = 0.8) or psychology (𝑀 = 3.5, SD = 1.2)

4.2 Expert Ratings: Results
As one of the possible methods suggested by Boateng et al. [13],
we measured proportional agreement by calculating the content
validity index (CVI) per item [69, 86, 91]. Polit and Beck [69] suggest
using a minimum CVI of < 0.78with ratings from six to ten experts
for each item to achieve excellent content validity and to remove,
revise, or improve itemswith values below this threshold. Therefore,
we removed all 55 items with a CVI of < 0.6 without revision. The
remaining set consisted of 13 items with a 𝐶𝑉 𝐼 >= 0.88, 20 items
with a CVI of 0.75, and 12 itemswith a CVI of 0.63. For the remaining
items, we calculated an overall scale content validity index (S-CVI)
of 0.76 using the average approach suggested by Polit and Beck
[69]. Therefore, we decided to take all remaining items, including
those with a CVI of 0.63, to the next step for revision or removal.
For the lower-scoring items of this set, we decided that they should
be given special consideration due to their low scores and were
more likely to be removed. In total, we selected 45 of the original
100 items to be reviewed by the focus group in the next step.

4.3 Focus Group: Item Evaluation
In our second step, two authors conducted open, in-depth, face-
to-face focus group discussions with four additional researchers
from psychology and HCI. Thus, six participants contributed to
the open discussions. The average age of the participants was 30.1
years (SD = 3.9), with one participant identifying as female and five
as male. After briefing the participants on the general topic and the
specific phase of our process, we asked everyone to go through the
remaining 45 items independently and write suggestions and com-
ments for improvement or deletion. We then discussed each item
with the entire group and voted on each suggestion and comment,
considering CVI values, wording, relevance, and understandability.
This process resulted in some minor rewording and the removal
of nine items, six of which were from the low CVI subset. We also
added two new items that resulted from slightly modifying two
existing items. For example, as item 34 (“The system seemed intelli-
gent”) proved to be too generic for the empathy context, we added
the rephrased item E2 (“The system seemed emotionally intelli-
gent”). Similarly, in item 27, the originally ambiguous term “certain
moments” was changed to “difficult moments.” Other items have
been reworded or removed to increase applicability to different
systems and modalities. For example, we have changed item 25
from “The system understood what I was saying” to “The system
understood what I was communicating” in order not to limit user
input to voice input and removed item 39 due to its focus on the
user’s stress level. Additionally, we changed items slightly to em-
phasize the user as the target of the interaction. For example, we
changed item E5 from “The system showed interest” to “The system
showed interest in me.” In the last part of the meeting, we presented
existing approaches to empathic systems from the literature and
had a brainstorming session on potential test scenarios for the item
testing phase. In total, both steps of the item validation led to a
reduction from 100 to 38 potential scale items. At this stage, we
also decided to keep negatively worded items in the set to examine

their performance in the exploratory factor analysis, as they were
explicit results of the expert feedback in the different phases. In
general, we aimed for a positively worded scale, as the inclusion of
reversed items might have required further changes to other items
to obtain a balanced construct, thus also contradicting our intention
of a bottom-up approach [14]. Table 3 lists all items in their final
wording and shows the resulting sets after each development step.

5 ITEM TESTING
The next step in our scale development process was to test the vali-
dated item set and collect data for the subsequent item reduction.
For this step, Boateng et al. [13] recommend a sample size of 200
to 300 participants to ensure the availability of sufficient data. We
followed this recommendation and conducted a study with 324 par-
ticipants who rated 18 scenarios with empathic and non-empathic
systems using the validated 38 items listed in Table 3.

5.1 Procedure
We conducted an online survey with 338 initial participants re-
cruited through Prolific. Participation in our study was voluntary
and could be terminated at any time. After providing information
about the study and data processing, we asked participants for their
consent and demographic information. Next, we assigned each par-
ticipant a scenario and asked them to read the scenario description
and/or listen to the audio playback. In the absence of real-world
system implementations, we chose an imaginative approach to sim-
ulate the scenario experience from a first-person perspective. To
ensure understanding and quality of responses, we required the
subject to write a three-sentence summary of the scenario. We then
asked participants to rate the system in the scenario perception us-
ing our 38-item set and to express their agreement using 101-point
sliders displayed in random order. The sliders offered an internal
range from 0 to 100 and were labeled strongly disagree on the left
and strongly agree on the right, supporting online participation [38]
and more statistical testing [72] while reducing visual bias [59]. As
a final step, we asked participants to complete the 9-itemAffinity for
Technology Interaction scale (ATI) [36] to gain insight into general
attitudes toward technology. On average, participants took 10.0
minutes (SD = 4.2) to complete a procedure and received 1.5£ in
compensation.

5.2 Scenario Design
We designed our 18 scenarios (see Table 5) based on applications
from prior research on empathic systems (see Section 2.2) and
input from the interviews and focus group (see Section 4.3). We
designed nine basic scenarios and created two versions of each: one
describing interaction with an empathic system, and one describing
interaction with a non-empathic, task-oriented application.

To cover a broad range of technology and, therefore, a broad
range of use for our scale, we varied the level of system embodiment,
interaction modalities, and context in the scenarios. We created
scenarios featuring robots and conversational agents like personal
assistants and chatbots, kiosks, and smartphone applications. The
systems interacted using speech, text, audio and graphical cues,
gestures, facial expressions, and other nonverbal cues. Based on the
definitions of empathy and the descriptions of empathic systems
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Table 4: Overview of the background and expertise of the eight domain experts who rated item relevance. Including scientific
degree and domain as well as self-assessed expertise in psychology (Psych.), HCI, affective systems (AS), emotional, social or
behavioral theories (ESB), empathy measurement or theories (Emp.) and application (App.) and development (Dev.) of scientific
rating scales. Domains: affective computing, user research, HCI and psychology.

Degree Psych. HCI Domain AS ESB Emp. App. Dev. Age Gender

1 Doctoral ■■■■■ ■■■■■ Psych. ■■■■□ ■■■■■ ■■■■■ ■■■■■ ■■■■■ 30 y male
2 Master ■■■■□ ■■■■■ HCI ■■■□□ ■■■■■ ■■□□□ ■■■■□ ■■■□□ 29 y male
3 Master ■■■■■ ■■■■■ HCI ■■□□□ ■■■■■ ■■■□□ ■■■■■ ■■■■□ 28 y female
4 Doctoral ■■□□□ ■■■■■ HCI ■■□□□ ■■■■□ ■■■■□ ■■■■□ ■■□□□ 35 y female
5 Doctoral ■■□□□ ■■■■□ HCI ■■□□□ ■□□□□ ■□□□□ ■■■■□ ■■□□□ 40 y male
6 Master ■■■□□ ■■■□□ User Res. ■■■□□ ■■■■□ ■■■■□ ■■■■■ ■■■■■ 38 y female
7 Doctoral ■■■■□ ■■■■■ Aff. Comp. ■■■■□ ■■■■□ ■■■□□ ■■■■■ ■■■■□ 38 y male
8 Doctoral ■■■□□ ■■■■□ Aff. Comp. ■■■■□ ■■■■□ ■■■□□ ■■■■■ ■■■■□ 39 y male

in Section 2, we focused on the following key points to portray
empathic behavior.

Cognitive Understanding. Our empathic systems should show a
cognitive understanding of the user’s situation and emotions to ad-
dress the cognitive component of empathy as defined in Section 2.1.
We designed the empathic systems to reflect and acknowledge the
user’s emotional expressions, their verbal input, and the scenario
context to indicate understanding and perspective-taking. For that,
the systems provided nonverbal feedback such as nodding and ver-
bal responses such as “I can understand...,” “You seem to be...,” or “I
know how it feels to...”

Affective Expressions. To address the affective dimensions of em-
pathy, we designed the systems in the empathic scenarios to show
emotional reactions. Similar to the applications presented in Sec-
tion 2.2, our systems reflected the detected user states, for example,
through vocal utterances, laughing, blushing, facial expressions, or
through verbal responses, e.g., “I’m getting angry too...”

Supportive Behavior. As the third design principle, we wanted
the empathic systems to provide active support, appear helpful, and
try to improve the user’s situation, reflecting a compassionate be-
havior dimension as defined by Powell and Roberts [70]. To achieve
that, our systems acted proactive, offered suggestions, and tried
to motivate and console the user based on the context and the de-
tected affective states. In addition, the systems also offered support
beyond the actual task in order to promote relationship skills and
trust (e.g. “I’m here whenever you need support or someone to talk
to.”, “Let me know if I can help you, I’m a good listener ...”).

We designed the non-empathic systems to be purely task-oriented,
without affective expressions and less proactive behavior, but with
similar functionality. For example, the game application provided
similar logging and recommendation features as the empathic game
companion but required more manual user input and did not pro-
vide affective or motivational feedback. We created a text script for
each scenario and used it to generate audio files using AI-based text-
to-speech generation. In the generated audio scenarios, a narrator
guides the user through the storyline. We used distinct voices for
the parts spoken by the narrator and the empathic agents. For the
agent voices, we ensured gender balance by using both male and
female voices. Our goal was to immerse users in these scenarios
so that they could imagine interacting with the systems. In our

study, we presented the scenarios with both audio and text scripts.
The audio playback of the scenarios lasted between 42 s and 110 s
(𝑀 = 74.8, SD = 15.7). Empathic scenarios had a more extended
script and playback duration, primarily due to the extended ver-
bal communication of the systems. This should also reflect the
situation in real-world applications, e.g., comparing purely func-
tional applications with emotional CAs. We provide an overview
of the scenarios in Table 5, including references to existing ap-
proaches. The complete scripts and audio for the scenarios are
available at https://perceived-empathy-of-technology-scale.com
and in the Supplementary Material.

5.3 Participants
After rejecting 14 responses due to failed attention checks, we eval-
uated data from 324 participants. The mean age was 33.6 years
(SD = 10.0), with 165 participants identifying as female, 154 as
male, four as non-binary, and one preferring not to say. We re-
cruited participants from 31 countries, with 228 residing in the
European Economic Area, followed by 31 in North America, 25
in South America, 25 in Africa, ten in the Asia-Pacific region, and
five in the Middle East. All participants were required to be fluent
in English. Regarding education, 220 participants had a university
degree (BA or MA), 61 had a high school diploma, 20 participants
had vocational training, 13 had a doctoral degree, and seven partic-
ipants had no degree or some other degree. The average ATI score
of the participants was 4.2 (SD = 0.8).

5.4 Results
The results from the 324 participants on 38 items showed promis-
ing item agreement, as presented in Figure 2. After reversing the
ratings of the inverted items, the empathic scenarios generally re-
ceived higher ratings (M=67.4, SD = 10.1), while the non-empathic
scenarios received lower ratings (M=33.9, SD = 17.7).

6 ITEM REDUCTION: EXPLORATORY FACTOR
ANALYSIS

We applied a series of steps to the data set of 324 observations with
the 38 items identified in the previous step, to determine the optimal
number of factors and reduce the number of items. Exploratory
factor analysis is used to reveal the latent structure of the items

https://perceived-empathy-of-technology-scale.com
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Table 5: Descriptions of our 18 audio- and text-based scenarios including references to related work that served as inspiration.
We created two scenarios (empathic and non-empathic) for each context, based on existing approaches and input from focus
group and expert interviews. All audio files and text scripts can be found in the Supplementary Material.

Context No. System Audio Ref.

Playing a board game
against a friend.

1 empathic | Small toy-like robot (male voice) with facial expressions and speech capabilities offers
encouragement, strategic advice, and empathy.

01:50 [8, 55]

2 non-empathic | Training app on smartphone allows to log moves and view analysis. 01:20
Emotional text conver-
sation with partner.

3 empathic | Voice assistant app (female voice) that recognizes emotional distress, helps to draft
messages, and promotes understanding and emotional support.

01:23 [45]

4 non-empathic | Standard messaging app with virtual keyboard that provides auto-completion, slide-
to-type functionality and animations.

01:05

Experiencing anxiety
in a doctor’s waiting
room.

5 empathic | Robot (male voice) that acts as “companion in misfortune”, by talking to the user about
doctor appointments and providing comfort.

01:32 [83]

6 non-empathic | Digital kiosk (female voice), providing health information and data input to prepare
doctors appointment.

01:10

Working at a stressful
office job.

7 empathic | Smart work assistant (female voice), that prevents interruptions, provides emotional
support and assistance in email communication.

01:37 [21, 58]

8 non-empathic | Functional office applications that send intrusive notifications and reminders. 01:09
Being supported by a
care robot.

9 empathic | Care robot (male voice), providing proactive assistance in daily life and providing emotional
support to cope with loneliness.

01:24 [48]

10 non-empathic | Functional care robot (no voice), reacting to user input to help with daily tasks. 00:52
Asking for mental
health support.

11 empathic | CA (female voice) that talks with user about their emotional problems, reacting empathic
and providing support.

01:16 [16, 54]

12 non-empathic | CA (male voice) asking multiple choice questions to analyze user’s mental state. 01:05
Asking for medical ad-
vice.

13 empathic | CA (female voice) analyzes symptoms and expresses care, empathy and long-term engage-
ment.

01:20 [29, 56]

14 non-empathic | CA (male voice) responds to symptoms input very functional, provides list- and
selection based output.

01:15

Streaming a movie. 15 empathic | CA (male voice) acting as emotional companion while watching a movie, sharing experi-
ences and providing recommendations.

01:20 [45]

16 non-empathic | Smartphone application that provides streaming recommendations and rating. 01:00
Navigating home after
a stressful day.

17 empathic | Intelligent CA (female voice) provides personalized navigation alternatives based on user’s
emotional states.

01:06

18 non-empathic | Standard navigation application, providing routes and traffic information. 00:42

by regressing the observed variables on the latent (unobservable)
factors [13]. Our exact procedure is described in the following
section.

6.1 Data Preparation
As a first step, we reversed the inverse-worded items and removed
one of the original 38 items that we had split into three items in the
previous step. Then, using a visual approach based on histograms
and density plots, we removed eight items that were too skewed,
leaving us with 29 items [35]. Subsequently, we computed item-total
correlation, skewness, and excess kurtosis for each of the items and
removed those that were below or above the specified thresholds
(< 0.5 for item-total correlation, > |1| for skewness, and > |2| for
kurtosis) [13, 46]. We computed intercorrelations for the remaining
28 items and removed two items that correlated > 0.8 with several
other items [71], leaving 26 items for exploratory factor analysis.

6.2 Exploratory Factor Analysis
We first checked the necessary prerequisites for the exploratory fac-
tor analysis (EFA). Bartlett’s sphericity test was significant (𝜒2 (325) =

8070.95, 𝑝 < 0.001), indicating that the remaining 26 items are suf-
ficiently correlated and thus suitable for factor analysis [50]. In ad-
dition, the Kaiser-Meyer-Olkin test yielded an overall𝑀𝑆𝐴 = 0.97,
an excellent value that confirms sampling adequacy [52], and all
individual items had a𝑀𝑆𝐴 > 0.95, well above the acceptable limit
of 0.5, further confirming the appropriateness of conducting factor
analysis. We performed an initial analysis to compute eigenval-
ues for each data component, to determine the number of factors
to extract. Two components met Kaiser’s criterion of eigenvalues
greater than or equal to one [90]. Both the scree plot and the par-
allel analysis performed suggested two underlying factors. Based
on this, we performed EFA using the psych package in R [73] with
Promax Rotation and Principal Axis Factoring, as we expected the
two factors to be correlated based on our previous theoretical con-
siderations and analysis of the qualitative data, and oblique rotation
is preferred for covarying factors [61].

The resulting loadings are shown in Table 6. The PETS item
order shown in Table 1 and Table 3 is based on the ascending order
of these loadings but is not relevant for the application of the scale.
Based on this initial factor analysis, we removed loadings < 0.4
and cross-loadings [13], resulting in a further reduction of items to



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Schmidmaier et al.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 3626 3816 17 18 19 20 21 23 24 25 3727 28 29 30 31 32 33 34 3522
0

20

40

60

80

100

mean rating for empathic scenarios
mean rating for non-empathic scenarios

Statements

Rating

Figure 2: Mean ratings from 324 participants for each item, across empathic (M=67.4, SD = 10.1) and non-empathic scenarios
(M=33.9, SD = 17.7). Values of inverse-worded items were reversed. See Table 3 for item wordings.

23. In addition, to keep the scale efficient, we kept only items that
loaded >= 0.75 on the respective factor, reducing items to twelve,
with eight items in Factor 1 and four items in Factor 2. The overall
Cronbach’s Alpha was 𝛼 = 0.93 for the entire scale, which is an
excellent value and suggests that the shortened 12-item version is
internally consistent [65]. The corresponding EFA model had ac-
ceptable values for the Tucker-Lewis Index (𝑇𝐿𝐼 = 0.92) [9] and the
Root Mean Square Error of Approximation (𝑅𝑀𝑆𝐸𝐴 = 0.077) [19],
so the next step was to validate the model with confirmatory factor
analysis.

7 SCALE EVALUATION
To verify the factor structure found in the last step and to ensure
that the measured construct of our scale is distinct from related
constructs, we conducted a confirmatory factor analysis (CFA),
re-examined the internal consistency, and checked test-retest relia-
bility, discriminant validity and convergent validity [13]. To assess
the generalizability of the scale, we conducted these tests with four
newly designed scenarios and three new samples. For the test of
dimensionality, we collected two samples (𝑁 = 200 and 𝑁 = 100) as
we refined the final set of items from twelve to ten due to inadequate
fit in the first CFA iteration. For testing reliability, we recruited par-
ticipants again who took part in the second CFA run. For construct
validation, we collected another distinct sample (𝑁 = 96).

7.1 Scenario Design
We created four scenarios (two empathic, two non-empathic) and
decided to present them not only with audio and text but with audio
and visual animation, similar to related approaches [26, 28]. Our
goal was to increase the range of scenario variation compared to the
previous item test study and improve the system representation’s
depth and consistency by using a visual representation. According
to participant ratings and text feedback in our previous study, the
systems in the board game and work contexts were perceived as
highly empathic and non-empathic, respectively. Therefore, we
decided to create four scenarios: (a) an empathic robot companion
named Bud-E, (b) a purely functional game training application,
(c) an empathic voice assistant for office work, and (d) a purely
functional office work application.

We deliberately chose systems with different forms of embodi-
ment. In the board game scenario, the robot interacted via speech

(male voice), gestures, gaze, and blushing. The empathic assistant in-
teracted via speech (female voice) and controlling desktop elements
in the work scenario. Its speech interaction was also visualized as
a wave animation. The game training application featured only
touch input and visual display. The office application displayed
standard desktop notifications. While the systems in the opposing

Table 6: Factor loadings from EFA. For readability, only load-
ings greater than 0.3 are shown. As described in Section 6.2,
only items that loaded >= 0.75 on the respective factor were
retained for CFA. PA refers to the Principal Axis. The item
labels refer to the labels in Table 3.

Items explored in EFA PA 1 PA 2

11 The system reacted to my emotions. 1.056
E1 The system considered my mental state. 0.939
E2 The system seemed emotionally intelligent. 0.894
E3 The system expressed emotions. 0.884
E4 The system sympathized with me. 0.874
E5 The system showed interest in me. 0.789
E6 The system supported me in coping with an emo-

tional situation.
0.779

12 The interaction with the system felt very social. 0.774
29 The system considered my physical state. 0.743
20 The system recognized my non-verbal cues. 0.691
35 The system cared for my well-being. 0.700
33 Over time, my emotional connection with the

system increased.
0.699

31 The system helped me to open up. 0.670
26 The system reacted to my behavior. 0.653
27 The system helped me better cope with difficult

moments.
0.632

14 The system perceived my concerns. 0.627
22 The system cared about me. 0.679
16 The system understood my thoughts. 0.460 0.435
17 The system understood my perspective. 0.425 0.457
34 The system seemed intelligent. 0.313 0.499
U1 The system understood my goals. 0.953
U2 The system understood my needs. 0.813
U3 I trusted the system. 0.806
U4 The system understood my intentions. 0.779
36 The system made me feel comfortable. 0.587
32 The system considered my personal preferences 0.492
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(a) Bud-E, the empathic robot companion, provided support during a
board game (2:00 min).

(b) A touch-based smartphone application allowed to log and view
game information (1:29 min).

(c) An empathic voice assistant supported the user at their office job
(2:10 min).

(d) The office application notified the user about incoming messages
and events via notifications and popups (1:41 min).

Figure 3: We designed an animation sequence for each of the four evaluation scenarios showing user interaction with empathic
(a, c) and non-empathic (b, d) systems. Pictures above show one exemplary frame from each scenario.

scenarios differed in appearance and empathic behavior, the ba-
sic storyline was the same. Figure 3 shows a sample frame from
each scenario animation sequence, including the total duration.
The depiction of individuals in the video is intentionally gender-
neutral and blurred to allow participants to identify and focus on
the system interaction. General considerations for our scenario
design are described in Section 5.2. All videos and scripts are avail-
able at https://perceived-empathy-of-technology-scale.com and in
included in the Supplementary Material.

7.2 Test of Dimensionality
As suggested by Boateng et al. [13] we used CFA to test our fac-
tor structure using a new sample of participants, collected in two
iterations (𝑁 = 200 and 𝑁 = 100).

Procedure. We followed a similar procedure as in Section 5.1
and first introduced the research details and obtained consent and
demographic data. Next, each participant was randomly assigned
to view one of four scenarios, presented using audio and visual
information rather than audio and text. Participants were required
to view the scenario at least once before continuing. We then asked
participants to describe their scenario experience in a free text field.

As in the item test study, we then asked them to rate their perception
of the system with the presented items, indicating their level of
agreement by moving a slider (0 to 100, strongly disagree to strongly
agree). This step included 12 items in the first run (𝑁 = 200) and the
revised 10-item set in the second run (𝑁 = 100). We also included
an attention control slider and randomized all sliders to minimize
order effects. Subsequently, we asked participants to complete the
ATI [36] scale.

Participants. We conducted two independent validation runs. All
participants were recruited via Prolific, reported being fluent in
English, and had not participated in the previous studies. For the
first batch, we recruited 234 participants and rejected 34 due to
failed attention checks. On average, participants took 08:52 min
(SD=4:08) to complete a session and received a compensation of 1.4£.
The mean age was 34.9 years (SD = 10.5), with 51.0 % of participants
identifying as male, 47.0 % as female, and four as non-binary. Most
participants (141) held a university degree (BA/MA), 43 held a high
school diploma, seven had vocational training, six held a Ph.D., and
three held no degree or some other degree. Participants resided
in 26 different countries, with the majority (169) in the European
Economic Area, 13 in North America, seven in South America, four

https://perceived-empathy-of-technology-scale.com
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Figure 4: The final 10-item PETS factor model resulting from
confirmatory factor analysis.

in the Asia-Pacific region, four in South Africa, and three in the
Middle East. The average ATI score of the participants was 4.0
(SD = 0.9).

For the second batch, we recruited 101 participants and had
to reject one, leaving 100 valid sessions. On average, participants
took 08:12 min (SD = 4:01) to complete a session and received a
compensation of 1.4£. The mean age of the second batch was 35.8
years (SD = 11.4), with 52 participants identifying as male and 48 as
female. Most participants (69) held a university degree (BA/MA), 17
had a high school diploma, eight had vocational training, three had
a Ph.D., and three had no or some other degree. Participants resided
in 13 different countries, most (86) in the European Economic Area,
12 in North America, one in South America, and one in the Middle
East. The average ATI score of the participants was 3.9 (SD = 1.0).

Confirmatory Factor Analysis. To compute the CFA, we used the
lavaan package in R [76]. We allowed the two factors of eight and
four items to covary in the model, as we expected the factors to be
related both theoretically and based on the oblique Promax rotation
in the EFA [61]. The resulting model had high loadings (all > 0.65,
all but one item > 0.8) for the items on their corresponding factors.
Except for 𝑅𝑀𝑆𝐸𝐴 = 0.084, which is above the acceptable threshold
of 0.08, the model had good fit indices (𝑇𝐿𝐼 = 0.968,𝐶𝐹𝐼 = 0.974,
and 𝑆𝑅𝑀𝑅 = 0.033) [13, 46]. Since the value for RMSEA suggested
that the model is not optimally fit, we looked at the modification
indices to determine which items might be the reason for the non-
optimal fit (see Brown [18]). By excluding two items in Factor 1, we
were able to significantly lower the RMSEA and also improve the
remaining fit indices (𝑅𝑀𝑆𝐸𝐴 = 0.052,𝑇𝐿𝐼 = 0.989,𝐶𝐹𝐼 = 0.992,
and 𝑆𝑅𝑀𝑅 = 0.024) [13, 19, 46].

To validate this new ten-question scale configuration, we re-
peated the previous step with a second, independent Prolific sam-
ple (𝑁 = 100) to rate the four scenarios again. The resulting
model of the CFA had optimal fit indices (𝑅𝑀𝑆𝐸𝐴 = 0.034,𝑇𝐿𝐼 =
0.994,𝐶𝐹𝐼 = 0.996, and 𝑆𝑅𝑀𝑅 = 0.032), indicating an adequate
factor structure and thus supporting the 2-factor, 10-item solu-
tion [13, 19, 46]. The final items are shown in Table 3 and the
corresponding model in Figure 4. Based on their assigned items,
we named the first factor Emotional Responsiveness (PETS-ER) and
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Figure 5: Comparison of empathic and non-empathic scenar-
ios for overall PETS and the separate factors PETS-ER and
PETS-UT

.

the second factor Understanding and Trust (PETS-UT). Section 8.2
provides a more detailed interpretation of these two dimensions.

Internal Consistency. The internal consistency of the PETS, as
measured by Cronbach’s alpha, is excellent, with a value of 𝛼 = 0.96
for the entire scale and values of 𝛼 = 0.96 for PETS-ER and 𝛼 = 0.87
for PETS-UT [65]. Finally, we calculated the split-half reliability
using the psych package in R [73] and a sample of 10000, where the
items are split in half 10000 times, and the score for half of the items
is correlated with the score for the other half. Here, we obtained
values of 𝛽 = 0.90, representing the lowest split-half reliability
of all iterations, indicating excellent consistency of the PETS [74].
To examine how well PETS discriminates between empathic and
non-empathic scenarios [24], we additionally conducted group com-
parisons between the two subscales and the overall scale using the
final CFA data set via t-tests. Both PETS-ER (𝑡 (98) = 13.23, 𝑝 <

.001, 𝑑 = 2.65), PETS-UT (𝑡 (98) = 5.60, 𝑝 < .001, 𝑑 = 1.12), and the
total scale of the PETS (𝑡 (98) = 10.62, 𝑝 < .001, 𝑑 = 2.12) were rated
significantly higher in empathic scenarios than in non-empathic
scenarios Figure 5.

7.3 Test–Retest Reliability
To examine test-retest reliability, we had 51 subjects from the second
sample rate the four scenarios again 12 weeks after collection for
the final CFA. The study procedure was identical to the procedure
described in Section 7.2 to ensure consistency when collecting data
from the same participants at two time points.

Participants. Of the original 100 participants in the final CFA
sample, we were able to recruit 51 participants again. The average
completion time was 11:20 min (SD = 3:56) for which participants
received a compensation of 1.8£. The mean age was 39.4 years
(SD = 12.2), with 56.9% of participants identifying as male and
43.1 % as female. 34 participants held a university degree (BA/MA),
eleven held a high school diploma, five had vocational training and
one held a Ph.D. Participants resided in twelve different countries,
with the majority (42) in the European Economic Area, eight in
North America and one in South America. The average ATI score
of the participants was 4.1 (SD = 1.0).
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Results. We calculated intraclass correlations (𝐼𝐶𝐶) and Pear-
son correlations between the data from the two collection points
to determine the consistency of the sum scores over time. Both
ICC (absolute agreement: 𝐼𝐶𝐶 = 0.943, 95% 𝐶𝐼 = 0.901 to 0.968,
𝑝 < 0.001) and Pearson correlation (𝑟 (48) = .89, 𝑝 < .001) had
high values for the total scale, indicating high test-retest reliabil-
ity. The two subscales also achieved satisfactory values for PETS-
ER (absolute agreement: 𝐼𝐶𝐶 = 0.957, 95% 𝐶𝐼 = 0.925 to 0.975,
𝑝 < 0.001 and 𝑟 (48) = .92, 𝑝 < .001) and PETS-UT (absolute
agreement: 𝐼𝐶𝐶 = 0.804, 95% 𝐶𝐼 = 0.658 to 0.888, 𝑝 < 0.001 and
𝑟 (48) = .67, 𝑝 < .001) [77, 84].

7.4 Construct Validity
Various of the applications we described in Section 2.2 show how
empathic behavior might improve the acceptance and trust be-
tween two agents [11, 16, 20, 67, 68]. Further, research suggests
that anthropomorphism increases the perceived empathy and that
perceived empathy and anthropomorphism both affect the inter-
action quality with AI systems [68]. To test construct validity, we
therefore selected measures that assess the user perception of a sys-
tem regarding the concepts of trust, ease of use, anthropomorphism,
and understanding.

Measures. We expected that empathic systems score high on
trust in a system since empathic systems should act understandable
to the user and respond to user needs. However, this does not mean
that non-empathic yet reliable systems must score low on user-
system trust. Therefore, we used the Trust of Automated Systems
Test (TOAST) [85] scale to assess trust for discriminant validation.

Furthermore, empathic behavior through nonverbal cues might
be associated with humanized interaction and thus also affect the
usability or interaction quality of a system [68]. To ensure that
PETS does not only measure perceived ease of use, we conducted
a second measurement of discriminant validity using the System
Usability Scale (SUS) questionnaire [2, 17].

To assess the effect of anthropomorphism on perceived empathy
measured with PETS, we used the respective 5-item scale of the
Godspeed questionnaire series [4] for discriminant validity. While
anthropomorphic appearance might influence the perceived empa-
thy of a system, we expected to measure high empathy ratings also
with the less embodied systems in our scenarios [68]. As further
described in Section 8.2, multiple PETS items relate to the system’s
ability to understand affective user states as well as the user’s needs,
goals, and intentions. The Networked Minds Measure of Social Pres-
ence (NMSP) [40] provides subscales for perceived affective as well
as message understanding (PAU and PMU) and perceived emotional
interdependence (PEI) between user and agent. As these concepts
might interact with PETS-ER and PETS-UT, we used these subscales
to test for convergent validity.

Procedure. The study procedure followed the same steps as in
Section 7.2, where participants had to watch one of our four sce-
narios and subsequently rate their perception of the system. In
addition to PETS and ATI [36], we asked participants to respond
to the items of the scales outlined above: TOAST [85], SUS [17],
Godspeed anthropomorphism [4] and the NMSP subscales [40].

Participants. For the validation run, we recruited 100 participants
on Prolific that had not taken part in the previous studies. We had
to reject four participants due to failed attention checks, leaving
𝑁 = 96 participants for construct validation. On average, it took the
participants 14:10 min (SD = 5:58) to complete the study, for which
they received a compensation of 1.5£. The mean age was 32.7 years
(SD = 8.4), with 51.0 % of participants identifying as male, 46.9 % as
female and two participants identifying as non-binary. Most of the
participants (72) held a university degree (BA/MA), 19 held a high
school diploma, three had a doctoral degree, one had vocational
training, and one participant had no or some other degree. The
participants resided in twelve different countries, with the majority
(84) in the European Economic Area, four in North America, three
in South America, three in the Asia-Pacific region, and two in the
Middle East. The average ATI score of the participants was 4.2
(SD = 0.9).

Discriminant Validity. To test the independence of our construct
from the related scales, we applied the method proposed by Rönkkö
and Cho [75] with the semTools package and the discriminantValid-
ity function in R [51].

Both the PETS-ER subscale (𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.433) and the PETS-UT
subscale (𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.492) had correlations with the SUS below the
critical threshold of 0.75, suggesting that the constructs measured
by PETS and SUS are independent of each other [75].

Similarly, the PETS-ER subscale was sufficiently weakly corre-
lated with the TOAST Understanding subscale (𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.068)
and the TOAST Performance subscale (𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.459). The
PETS-UT subscale was also sufficiently low correlated with both
TOAST subscales (Understanding: 𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.220, Performance:
𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.673). Thus, the constructs measured by PETS and
TOAST are also sufficiently independent.

Regarding the Godspeed anthropomorphism scale, correlation
with PETS-ER (𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.858) and PETS-UT (𝑢𝑝𝑝𝑒𝑟𝐶𝐼 = 0.848)
indicated a marginal problem regarding discriminant validity [75].
Therefore, we conducted CFA to further examine the overlap be-
tween the Godspeed and PETS factors [1]. Table 7 shows the result-
ing comparably small correlation, indicating that they are mostly
independent.

Convergent Validity. To test the NMSP subscales [40] PAU, PMU,
and PEI for convergent validity, we again conducted CFA, with
the results shown in Table 7. To account for the sample size, we
calculated individual models for TOAST, SUS, and the individual
subscales of the NMSP scale. As expected, all subscales show corre-
lations with PETS-ER and PETS-UT. PAU and PEI correlate more
strongly with PETS-ER than with PETS-UT, presumably reflecting
the affective dimension of these factors. PMU nearly equally corre-
lates with PETS-ER and PETS-UT. Based on the correlations, we
conclude that the related constructs of understanding and emotional
interdependence, as measured by the NMSP scale, are convergent
with our PETS factors.

8 DISCUSSION
Finally, we provide guidelines on administering the PETS and calcu-
lating the total and factor scores. Moreover, we discuss our insights,
limitations, and future work.
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Table 7: Correlations of PETS subscales (ER and UT) and
related scales (TOAST Understanding and Performance, SUS,
Godspeed, PAU, PMU, PEI) as calculated for discriminant and
convergent validity.

Scale PETS Corr. 𝜒2 df TLI RMSEA

TOAST Under. ER -0.089 333.075 146 0.855 0.116
TOAST Under. UT -0.003 333.075 146 0.855 0.116
TOAST Perf. ER 0.155 333.075 146 0.855 0.166
TOAST Perf. UT 0.301 333.075 146 0.855 0.166
SUS ER 0.102 420.432 167 0.821 0.126
SUS UT 0.127 420.432 167 0.821 0.126
Godspeed ER 0.347 163.071 87 0.932 0.095
Godspeed UT 0.330 163.071 87 0.932 0.095

PAU ER 0.526 263.891 101 0.875 0.130
PAU UT 0.427 263.891 101 0.875 0.130
PMU ER 0.491 281.591 101 0.844 0.136
PMU UT 0.500 281.591 101 0.844 0.136
PEI ER 0.508 237.417 101 0.892 0.119
PEI UT 0.389 237.417 101 0.892 0.119

8.1 Guidelines for Implementation, Scoring and
Analysis

As in development, the PETS items should be presented in a ran-
domized order during administration of the scale to avoid order
effects [78]. Items on the PETS are rated on a 0-100 scale from
strongly disagree to strongly agree. Since the PETS consists of two
subscales and the items load similarly on the respective factors,
we propose to calculate a mean per subscale and to calculate the
total score of the PETS weighted by the number of items per sub-
scale so that values from 0 to 100 can be obtained on the sub-
scale scores as well as on the total score. Scores are calculated as
follows:

𝑃𝐸𝑇𝑆 = 𝑃𝐸𝑇𝑆–𝐸𝑅 ∗ 0.6 + 𝑃𝐸𝑇𝑆–𝑈𝑇 ∗ 0.4
𝑃𝐸𝑇𝑆–𝐸𝑅 = (𝐸1 + 𝐸2 + 𝐸3 + 𝐸4 + 𝐸5 + 𝐸6)/6
𝑃𝐸𝑇𝑆–𝑈𝑇 = (𝑈1 +𝑈2 +𝑈3 +𝑈4)/4

This scoring method ensures that each item contributes propor-
tionally to the total score and that each subscale is appropriately
weighted to reflect its number of items. In this way, we maintain
the integrity of each subscale while providing a comprehensive,
aggregated measure of empathy as expressed by the PETS that
allows intuitive interpretation of both the total score and the sub-
scale scores and facilitates straightforward comparability across
use cases and domains. We also suggest referring to the PETS scores
of our four validation scenarios as presented in Table 8.

8.2 PETS Dimensions
As described in Section 3, we followed a bottom-up approach to
develop our scale items, as human empathy models might not
cover the specific features of empathy expressed through a sys-
tem. Although the 2-factor structure of PETS results from our
bottom-up approach and the EFA, it reflects concepts from the
established two-dimensional view of affective and cognitive em-
pathy (see Section 2.1). The first factor, Emotional Responsiveness

Table 8: Total and factor PETS scores of our four validation
scenarios (N=100).

Scenario PETS PETS-ER PETS-UT

M SD M SD M SD

(a) empathic game companion 75.5 19.4 76.2 20.5 49.7 12.8
(b) game training app 33.0 15.8 17.7 16.5 37.3 13.8
(c) empathic work companion 60.6 22.8 61.4 24.0 39.7 16.2
(d) work application 16.3 17.2 11.2 17.8 15.9 12.4

(PETS-ER), mainly relates to the system’s ability to recognize, pro-
cess, and respond to the user’s affective states. The items E1 and
E2 relate to understanding emotional states and can, therefore, be
associated with cognitive empathy, as described in Cuff et al. [27].
However, the dimensions of empathy are not always defined in the
same way in related studies. For example, Concannon and Tomalin
[25] assign the item understanding of feelings/inner experience in
their scale to affective empathy. Item E3 assesses the system’s emo-
tional response, which is why we assign it to the affective empathy
dimension. Item E4 refers to the system’s expression of sympathy
toward the user. It relates to empathic concern (see Batson [7]) and,
therefore, to affective empathy or, according to Powell and Roberts
[70], to a dedicated dimension of compassionate empathy. Item E5
asks whether the system shows interest in the user, referring to
engagement and techniques such as active listening. It involves
cognitive understanding as well as affective components. In con-
trast to the previous items, item E6 assesses the result of empathic
behavior by asking whether the system has helped the user to cope
with an emotional situation. Following Powell and Roberts [70],
we associate this item with compassionate empathy in which one
desires to “help the other person deal with his situation and his
emotions” [70]. In human interaction, another component of affec-
tive empathy would be the actual experience of emotion triggered,
for example, through emotion contagion, empathic concern, or em-
pathic distress [7, 27]. PETS-ER does not evaluate this component
as we focus on the user perception perspective, further described
in Section 8.3.

The correlations of PETS-ER with affective understanding and
perceived emotional interdependence as measured in Section 7.4
and Table 7 further highlight the emotional dimension of this factor.

The items in the second factor Understanding and Trust (PETS-
UT) mainly represent cognitive empathy. However, items U1, U2,
and U4 relate to understanding the user’s goals, intentions, and
needs. They are not necessarily connected to an affective dimen-
sion and, therefore, could also be associated with cognitive-only
perspective-taking regarding the theory of mind [27]. We suggest
that the higher correlation of PETS-UT with perceived message
understanding compared to perceived affective understanding, as
shown in Table 7, further supports that distinction. Compared to
the other items, item U3 occupies some kind of special position in
the factor, as it assesses trust in the system from the user’s per-
spective. Given our bottom-up approach and the results from the
EFA, we assume that this item correlates with the other PETS-
UT items, as a system that appears to understand and know the



Perceived Empathy of Technology Scale (PETS) CHI ’24, May 11–16, 2024, Honolulu, HI, USA

user well might result in increased perceived competence and
trustworthiness.

8.3 Perspective
In the context of psychotherapy, Elliott et al. [34] divided measure-
ment approaches for human empathy into four categories based
on the subject’s perspective: observer rating, client rating, therapist
rating, and empathic accuracy. They suggest that a first-person per-
spective (client rating) performs better than other perspectives. On
the other hand, human self-perceptionmay differ from self-reported
empathy [25], and in a system context, self-report would mean that
the system reports its own level of empathy. Concannon and Toma-
lin [25] suggest that this may be of little analytical value since AI
can be trained to respond positively to appropriate questions. We
argue that this depends on the system’s design and that, in any case,
the user’s perception is more important. Furthermore, we believe a
third-person observer perspective would not adequately capture
this perception. Therefore, PETS measures empathy as perceived
by users interacting with a system, and thus, the adequacy with
which the machine models/simulates empathic behavior based on
its capabilities. In the future, however, there may be cases where a
system needs to evaluate the perceived empathy of another system.
We plan to apply and evaluate PETS in such use cases.

8.4 Perceived System Empathy
One challenge in our development process has been to create test
scenarios that elicit empathic system interaction. First, the overall
context is important. In our case, the scenarios were intended to
provide emotional experiences to which the system could respond.
We chose to cover a variety of emotions to ensure generality. In
addition, based on participants’ scenario summaries, we suggest
using at least audio and preferably video to promote immersion
and allow subjects to imagine the situation being described fully.
Second, it is important to consider participants’ general attitudes
toward technology, AI, and systems that can detect emotional states.
Some participants expressed concerns about privacy and surveil-
lance by the empathic systems described. When implementing the
PETS, it may be relevant to include scales such as the ATI to control
for these influences. Another influencing factor is the appearance
of the system and its interaction modalities. Although we have
described different levels of system embodiment to ensure general-
izability, anthropomorphic system design could positively influence
the perceived empathy of a system, which we did not control for
in the development of the PETS. Finally, another factor that may
influence the perceived empathy of systems is the temporal dimen-
sion. Perceptions of empathy may change over time, e.g., a system
may be perceived as highly empathic initially, but as users interact
with it over time, weaknesses become apparent, or vice versa. This
could change scores when evaluated at a different time, providing
an opportunity to adapt and revise systems.

8.5 Scale Limitations
While the PETS is a valuable tool for assessing system empathy,
it has some limitations that should be acknowledged. First, our
sample was drawn from Prolific, which may not be truly repre-
sentative of the broader population due to self-selection bias. This

sampling strategy could potentially limit the generalizability of our
findings, and future studies should examine whether the scale is
valid for other samples [10]. Second, only positively coded items
were included in the final scale. This approach may introduce a
positive response bias that could lead to generally higher scores
for the PETS compared to a version that would include negatively
coded items [14]. Furthermore, the scale we developed concep-
tualizes and measures empathy as a strictly positive construct.
However, it is worth noting that high perspective-taking, a key
component of empathy, could theoretically be used with malicious
intent. The PETS-UT subscale assumes a positive correlation be-
tween perspective-taking and pro-social behavior, which may not
always be accurate. The potential for misuse of perspective-taking
skills is not accounted for in our current study, which may limit
the scope of our understanding of empathy in intelligent systems.
It is unclear to what extent human conditions such as psychopathy,
associated with average perspective-taking ability but low levels of
emotional compassion [64], can be translated to intelligent systems.
The need for this aspect in PETS needs to be discussed.

We developed and validated PETS with imaginative scenarios
to allow us full control over the system design. While various re-
searchers followed a similar approach (see [45, 56, 88]), we are
aware that the lack of interactivity is a limitation compared to a
first-person experience with a real system. Therefore, we intend
to apply PETS to existing systems in interactive constellations to
validate it further.

8.6 Future Validation
In addition to construct validity, Boateng et al. [13] also describe
the investigation of criterion validity by evaluating predictive and
concurrent validity as part of a scale evaluation process. As with
Section 7.4, finding applicable scales for our empathic system con-
text poses a challenge, as most related scales either focus on specific
contexts or are not designed to assess the perception of a system
from a user perspective.

Concurrent Validity. To the best of our knowledge, there are no
validated “gold standard” measures that could be used to assess
concurrent validity. Davis’ IRI [30, 82] is often used to validate
scales for human empathy, however, like most of the other scales
presented in Section 2.3, such as the TES or the TEQ, it is designed
as a self-report scale and is therefore not suitable for evaluating the
perceived empathy of artificial systems from the user’s perspective.
Also, established scales that measure the closely related concept of
emotional intelligence, such as the SSEIT [79] or the MSCEIT [60],
are either self-report or task-based and, therefore, not applicable.
In Section 2.3, we introduced approaches to assess system empathy,
which are mostly poorly validated and often restricted to a specific
context or an observer perspective. Therefore, they are also not
suitable to test for concurrent validity [21, 22, 25, 45, 68, 88, 89]. So,
in alignment with Boateng et al. [13], we decided to omit concurrent
validation at this point due to a lack of matching measures.

Predictive Validity. Regarding predictive validity, we intend to
carry out further evaluations in the future application of PETS.
We argue that effects on user behavior in this context are highly
dependent on the empathic system and the context of use. Park
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and Whang [67] discuss empathy in the context of human-robot
interaction. They describe the improvement of social relationships,
long-term interaction, liking, and trust as potential purposes of
empathic behavior in social robots. We suggest to assess these vari-
ables for predictive validity in corresponding scenarios. Based on
the findings described in Section 2.2, we further conclude that inter-
action with empathic systems might affect technological acceptance
or the readiness to share information with a system and, therefore,
suggest assessing the predictability of these variables [16]. For sys-
tems that offer psychological support, such as the chatbot designed
to help users cope with social exclusion described by de Gennaro
et al. [31], we suggest observing the development of corresponding
social behaviors before and after an interaction.

9 CONCLUSION
In this paper, we introduced the Perceived Empathy of Technology
Scale (PETS), a novel scale designed to measure the empathy of
systems toward the user. PETS is a 10-item scale composed of two
factors, Emotional Responsiveness (PETS-ER) and Understanding and
Trust (PETS-UT), all items are listed in Table 1. We developed the
scale based on expert interviews, focus groups, and a series of user
tests. To ensure the broad applicability of our scale, we conducted
testing and validation with 22 distinct scenarios. With the PETS,
we aim to establish a standardized method for rapid testing and
evaluating empathic systems and thus support the advancement of
emotionally intelligent technology in a wide range of domains.
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