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ABSTRACT
Recent experiments have explored AI’s role in creative collabora-
tion, producing promising outcomes. While AI excels in generating
text and visual art, human-AI collaboration lacks rich feedback com-
pared to human-human interaction. So far, textual feedback is the
dominant communication between systems and humans, which is
in strong contrast to feedback in human-human conversations with
many nonverbal cues. For creative individuals, their mental state,
especially emotions, play a big role in creating art. They project
their feelings on canvas or translate them into music. However, not
being able to express them verbally puts a strain on the feedback
and impacts the output of the collaboration. Using methods for
emotion recognition can provide insights into humans’ emotional
states, which can be used to improve human-AI collaborations in
creative scenarios. In this work, we present the concept of factor-
ing in human physiological signals in co-creative scenarios with
Generative AI as a multimodal input. We underscore this vision by
presenting three applications utilizing an emotional-aware input.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
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1 INTRODUCTION
The latest capabilities of Generative AI allow users to create realistic
imagery [17], music [1], and text [21], giving users the opportunity
to be creative. Today, communication in the human-AI collabo-
ration is based on text prompts; where the human prompts the
AI to shape the output actively. Here, the AI collaborator solely
relies on the text input in combination with the prompt history.
We witness that the more detailed the prompt, the more control
lies in the human’s hands to steer the output. Still, this starkly
contrasts with human-human conversations where humans sup-
plement with many cues, such as tone of voice and nonverbal cues.
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However, today’s prompts are usually required in text form, i.e.,
text-to-image, text-to-music, and text-to-text generation. Thus, the
human input relies completely on their written proficiency. How-
ever, language is much more than just words, and expressing the
feeling one might have while uttering words or drawing a picture is
incredibly hard or even impossible. This limits the effectiveness of
human-AI collaboration in creative tasks. Thus, while models are
being perfected to deliver astonishing output based on text input,
users lack the possibility to express themselves beyond text and
sometimes images.

In the future, we envision multimodal input as an implicit way
to steer the human-AI collaboration. In this work, we investigate
which additional input methods can be considered in collaborative
creative processes. In detail, we focus on physiological signals to
enrich the input with the users’ context. In this case, context refers
to the state of the user body, e.g., workload [18] and visual attention
[4]. Different physiological signals rapidly develop, allowing us to
track and evaluate humans’ mental states. So far, these technologies
have been mostly used in the well-being context, providing insights
into what signals our body exhibits. On a higher abstraction level,
research has shown a correlation between physiological signals
and the users’ emotions, e.g., [10, 19]. Moreover, Mastria et al. [15]
showed that emotional states can influence the creativity evaluation
of ideas. Lubart [14] proposes that emotions play a central role in
creative thinking. Finally, Dietrich [8] goes further by pointing
towards a direct link between creativity and brain activity. Thus,
we argue that co-creating with AI systems that are attuned to our
state, using physiological signals, can foster deeper relational bonds
between humans and the system.

When envisioning multimodal input using physiological signals
to support human-AI collaboration, we raise several questions that
future work must investigate in more depth. For instance, will it be
possible that with such a multimodal input, we will receive more
original and diverse output? Will this result in a stronger feeling of
ownership? Will including our mental states in the communication
with AI in creative processes give a new dimension to collaboration,
fostering individual styles, differences, and higher originality?

Humans have been creating for centuries and have developed
many methods to express their creativity. Some of the traditional
methods included instruments to play music, paintbrushes to create
art on canvas, and a quill to write poetry with. While the expressive
arts have stayed, the methods of creation have developed further
and provoked the formation of new creative directions and genres.
While creating digital paintings includes quite some manual labor
against the cost of autonomy, new and more sophisticated methods
for art creation arise through Generative AI. Thus, in the follow-
ing, we intend to lay the groundwork to understand the potential
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of physiological-aware multimodal human-AI collaboration. For
this, we first look at the general feasibility and sketch out three
showcases of such systems to support creative tasks.

2 PHYSIOLOGICAL SIGNALS AND
APPLICATION

Webster’s dictionary defines emotion as a conscious mental reaction
(such as anger or fear) subjectively experienced as a strong feeling
usually directed toward a specific object and typically accompa-
nied by physiological and behavioral changes in the body. This
definition triggers a multimodal approach in emotion recognition,
meaning that emotions can reflect in multiple metrics [9]. We often
communicate our feelings with body and face gestures, anxiety is
exhibited in our sweat glands, and the production of theta waves
hints at a deeply relaxed state. But in many cases, we experience
"groups of emotions" rather than one single emotion [22]. Although
emotion recognition can be quite challenging, it is definitely worth
pursuing. There is a certain uniqueness in which emotions do we
produce as a response to a particular stimuli and how large their
intensity is. This data is strongly linked to identity, which is a core
part of one’s creativity. As already mentioned, emotion recognition
requires a multimodal approach. However, some core methods can
be extended or combined to work together, depending on the goal.

Electroencephalography (EEG). EEG is a noninvasive technique
for the recording of electrical activity arising from the human brain
on the human skull [3]. Moreover, Dietrich [8] linked EEG directly
to creativity.

Electrocardiography (ECG). ECG is used as the conventional
method for noninvasive interpretation of the electrical activity
of the heart in real-time [9]. ECG can also be used for emotion
recognition [9]. BIOPAC System MP150 can distinguish between
joy and sadness [16], and Wireless bio sensor RF-ECG was used to
measure negative arousal categorized into sadness, anger, disgust,
and fear [12].

Electrodermal activity (EDA). EDA is a measure of neurally medi-
ated effects on sweat gland permeability, observed as changes in the
resistance of the skin to a small electrical current, or as differences
in the electrical potential between different parts of the skin [7].
EDA is a particularly effective method to measure arousal. Namely,
the armband from Bodymedia and Biosemi Active II device can
offer good insights into valence and the level of arousal [5, 23].
Moreover, Chiossi et al. [6] adapted the environment using EDA
and, thus, supported users in their goals, showcasing that EDA can
support the user.

Other popular physiological signals that can be measured and
input to the system as indicators of human emotions include skin
temperature, blood volume pulse, electromyography, and respira-
tory signal [9, 20]. Although these methods require equipment to
measure the signals, they have come far from requiring a controlled
environment and complex devices. A literature review on measur-
ing emotion conducted by Ba and Hu [2] implies that a total of 30
types of emotions were identified using wearables in past experi-
ments. Some of them include: “happy/joy,” “peacefulness,” “anxiety,”
“anger” and “sadness.”

Aside from their review being done in the education field, other
fields debate the advantage of emotion recognition. Several com-
puter hardware manufacturers plan to embed some physiological
sensors into the control devices for video games, claiming that
automatic emotion recognition is a key to creating affect-aware
software. A prototype emotion recognition system proved that
real-time emotion recognition is possible, through fusion of many
input channels [20]. Another example derives from neuromarket-
ing, where implicit feedback via EEG is gathered from the user, on
whether they like a certain product or not [24]. Further examples
are derived from Human-Robot Interaction where Kothig et al. [13]
argued the benefits of physiological measurements in developing
better relationships and communication with social robots.

3 SHOWCASES
Creative Writing. There are multiple AI writing assistants avail-

able nowadays. They assume different roles, e.g., Wordtune1 is a
tool that rewrites and rephrases writing. Grammarly2 offers assis-
tance in writing novels, Cowriter3 specializes in creating content
while mimicking your style, and Sudowrite4 claims to be an expert
in writing screenplays. From co-writing, spell-checking, and sum-
marizing to even creating marketing content, it is clear that these
models are quite proficient in what they do. However, the main
input method stays at being text only, which could hinder the au-
thor from co-creating due to insufficient language proficiency or a
simple inability to express emotions in words. Emotional awareness
could bring depth to the writing process, for example by influenc-
ing the in narrative, creating heartwarming scenes triggered by
positive emotions and channeling the emotional state of the author
into characters.

Image Creation. DALL E25, DeepAI6, Midjourney7 and Pixlr8
are just some of the sophisticated systems for image generation
that we have available today. While the initial prompts are textual,
they offer some additional versatility of choice in styles and models
(DeepAI), or, on a more granular level: aspect, style, lightning, and
color (Pixlr). Another interesting example of a creative Human AI
collaboration is by Bertrand Gondouin, who utilized a generational
model [11] to colorize Pokémons from sketches9. However, there
are a lot of variables that the physiological signals of the user could
manipulate. For example, the color palette, style, and intensity could
be determined by the user’s mood and express their true selves
better through their creative works.

Music Generation. While Generative AI systems for music offer
some additional options to manipulate with the output, their main
input method remains text. In VeedIO10, besides the prompt, the
user can select the general style of the sound and set it to “chill,”

1https://www.wordtune.com
2https://www.grammarly.com
3https://cowriter.org/login
4https://www.sudowrite.com
5https://openai.com/dall-e-2
6https://deepai.org/machine-learning-model/text2img
7https://www.midjourney.com/home
8https://pixlr.com/image-generator/
9https://twitter.com/bgondouin/status/818571935529377792
10https://www.veed.io/tools/ai-music-generator
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“hip-hop,” “dance,” etc. Other systems like Beatoven AI11 allow the
user to create music with somewhat more input. Depending on
the content they want to generate music for, you can choose one
of three options: music for a video, podcast, or just a composition.
The users can also choose the genre or regional sound for their
composition. Both Loudly12 and Junia AI13 allow text only as input.
Not factoring in emotions into the creative process can show a
lack of the nuanced emotional depth that is usually found in music.
Composers often draw from personal experiences and emotions
to create music that resonates authentically with themselves and
their audiences. Enriching Generative AI systems with emotional
awareness could help translating joy into a triumphant melody or
a melody that describes an emotional trip from one mental state to
another and therefore infuse authenticity, reliability, and originality
into the work.

4 FUTUREWORK
While co-creating with Generative AI can lead to astonishing re-
sults, we identify that expressing human emotion through this kind
of art can be difficult since, in most cases, the medium is limited to
written text. This problem is potentially negatively impacting the
creative process, as systems do not receive the physiological state of
humans. Thus, we outlined how physiological signals could support
human-AI collaborations during creative tasks. Equipping systems
with such capabilities fosters new research avenues: What novel
creative direction will emerge from these kinds of collaborative
scenarios? Will there be a need for innovative interaction devices?
What preferences will humans develop? And how might their emo-
tion manifest in their digital artistic expressions? These questions
point towards a future where human emotions and technological
advancements intertwine to unlock new possibilities of creativity
and expression, enabling new art forms.
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