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Abstract
Today, interaction with LLM-based agents is mainly based on text
or voice interaction. Currently, we explore how nonverbal cues
and affective information can augment this interaction in order to
create empathic, context-aware agents. For that, we extend user
prompts with input from different modalities and varying levels
of abstraction. In detail, we investigate the potential of extending
the input into LLMs beyond text or voice, similar to human-human
interaction in which humans not only rely on the simple text that
was uttered by a conversion partner but also on nonverbal cues. As
a result, we envision that cameras can pick up facial expressions
from the user, which can then be fed into the LLM communication
as an additional input channel fostering context awareness. In this
work we introduce our application ideas and implementations,
preliminary findings, and discuss arising challenges.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI).

Keywords
LLM, empathy, prompting, nonverbal communication, Prompt En-
gineering

1 Introduction
Current implementations of Large Language Model (LLM) based
agents primarily allow text or voice interaction. While the interpre-
tation of verbal expressions or text-based nonverbal cues like emojis
already affects the generated responses, other nonverbal cues like
facial expressions or gestures are not captured and processed. As
nonverbal communication plays an important role in human in-
teraction, this lack of input modalities limits the interaction with
LLM-based systems compared to human in-person conversations.
Most existing approaches focus on extracting information from the
unaltered user prompt either through additional sentiment analysis
or through specific instructions for the model on how to respond
empathically or explicitly ask for affective user states. However, re-
cent research proposes to augment the user prompt with additional
information such as identity description [3] or textual description
of nonverbal cues like body posture [17]. We propose a similar
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approach and present the initial implementation of our prototype
ELLMO, which captures facial expressions to augment the textual
user prompt in conversations with an LLM-based agent. We dis-
cuss the preliminary findings and challenges, especially regarding
prompt creation, model instructions, conversational design, and
study design.

2 Related Work
Nonverbal cues play an important role in human interaction. In
the following part, we provide a short introduction to nonverbal
communication and current research on context-aware LLMs.

2.1 Nonverbal Communication
Argyle [1] describe nonverbal communication as the non-linguistic
transmission of information in which a message is encoded, trans-
mitted over a channel, and then decoded with or without the in-
tention or awareness of the sender and receiver. In their model
of interpersonal communication, DeVito [4] describes noise, con-
texts, effects, and ethics as additional elements of nonverbal com-
munication. Nonverbal channels include body movement, facial
expressions, eye and gaze movement, touch, spatial behavior, par-
alanguage but also silence, and use of time or smell [1, 4]. Referring
to Ekman and Friesen [5], DeVito [4] further identifies five message
types:

(1) emblems: word-like signs with rather specific meaning, such
as “thumbs up”.

(2) illustrators: gestures that illustrate (e.g., clarify or emphasize)
verbal messages, e.g., pointing into a direction.

(3) affect displays: expressing emotions, for example, through
mimics.

(4) regulators: influencing the speaking of another individual to
influence a conversation (e.g., leaning toward somebody to
express interest).

(5) adaptors: bodymovements to satisfy certain needs like scratch-
ing your head or chewing on a pencil.

In contrast to in-person interaction, computer-mediated commu-
nication often limits the available channels, affecting conversation
behavior in digital settings [9, 15]. In the same way, interaction with
artificial systems like LLM-based agents usually provides limited
nonverbal communication. Therefore, current research is exploring
how to (1) augment systems’ capabilities to perceive and inter-
pret nonverbal cues and (2) allow systems to express nonverbal
cues and emotional reactions, for example, in order to simulate
empathy [2, 6, 8, 10, 12, 14].
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2.2 Context-Aware LLMs
With the development of affective computing, creating empathic
systems that react to affective states or nonverbal cues has become
a well-known approach [6, 8, 10]. Regarding LLM-based systems,
however, context awareness mostly refers to additional instructions
on how to interpret the given user prompt or conversational his-
tory [16] or on how the system itself could integrate nonverbal
cues to its response [7]. Yet, there are also recent approaches that
explore on how to add information or nonverbal cues from the
user to the textual input. For example, Cuadra et al. [3] explored
how identity-based prompting impacts LLM-based conversational
agents’ empathic behavior. They tested 65 distinct human identi-
ties by adding them to predefined user prompts. They found that
the agent takes the textual identity context into account yet some-
times generates problematic empathic responses, for example, by
showing empathy toward harmful ideologies. Piferi [11] introduce
a system design that connects emotion recognition from voice anal-
ysis to an LLM in order to influence its responses. Wicke [17] go
one step further by proposing to supplement LLM prompts with
human body postures without prior affective processing, leaving
the interpretation of nonverbal cues to the LLM. They present a
pipeline where postures are translated to textual descriptions (e.g.,
“hand pushed down and away from the body with sharp stop”) and
then added to the LLM prompt.

3 Prototype: ELLMO
To conduct initial user studies, we implemented a first prototype
called ELLMO (Empathic LLM Optimization), with the goal of aug-
menting user prompts through facial expressions in order to create
empathic model responses.

3.1 Architecture
We implemented ELLMO as a web application with a VUE.js fron-
tend and a Django backend that, in turn, accesses OpenAI’s Assis-
tant API to process user prompts. This multi-component approach
provides independence between the frontend and LLM access, al-
lowing us to easily adapt the system for different study designs.
Figure 1 provides an overview of the current architecture and the
processing pipeline. The web frontend captures the user’s text input
as well as their facial expressions through Google Mediapipe1 and
sends it to the Django backend. Currently, both the text prompt
and the facial information are sent together when the user submits
their request. Continuous or asynchronous transmission of the non-
verbal cues is discussed in Section 4.2. The backend is responsible
for data pre-processing, logging, and prompt transmission to the
OpenAI API. In future implementations, the backend would also
be responsible for managing conversational flow, for example, by
routing prompts to different assistant instances.

3.2 Assistant Instructions
Current LLM APIs offer different possibilities to define system roles
and instructions. For our latest ELLMO implementation, we used
OpenAI’s Assistant API, which allows to define model instances

1https://ai.google.dev/edge/mediapipe/solutions/vision/face_landmarker

with specific instructions on how to process user prompts. We
defined several requirements for ELLMO’s behavior:

(1) general role description: ELLMO should be an empathic as-
sistant

(2) technical instructions on how to process nonverbal cues - in
our case: facial landmarks

(3) “muting the inner monologue”: ELLMO should not repeat or
talk about the nonverbal cues in detail in its responses.

We addressed these requirements in the ELLMO assistant in-
structions for processing facial landmarks:

“You are an empathic assistant. Your name is Ellmo. You help
users solve their problems by taking their emotional needs
into account. The user input might contain a section <face-
BlendShapes> with facial blend shapes detected by Google’s
MediaPipe. That section contains 52 facial feature categories,
each with an intensity score from 0 to 1. Use this information
to imagine the user’s facial expression and take into account
what that would mean in terms of nonverbal communication
and affective states. Use that facial expression to adapt your
response. Do not mention facial blend shapes in detail. Avoid
sentences like "It seems like based on the facial blend shapes
detected...”

4 Findings and Challenges
We conducted several preliminary tests with OpenAI’s ChatGPT
through manual input of affective metadata and test runs with our
ELLMO prototype. In the following, we discuss the initial findings
and challenges which we aim to address in future research.

4.1 Facial Feature Interpretation
One of our most promising findings so far is that ChatGPT demon-
strates a certain level of proficiency in analyzing facial expressions
from textual data such as facial landmarks or blend shapes. In
the first test, we explored ChatGPT’s capability to interpret emo-
tion categories from facial expressions. As input basis, we selected
images of faces that represent six basic emotion categories (fear,
contempt, disgust, sadness, anger, happiness, and surprise). We
then used Google MediaPipe to get the facial blend shape vector for
each image, consisting of 52 shape descriptions such as browDown-
Left, eyeSquintRight or mouthStretchLeft with intensities between
0..1. We then attached this JSON formatted output to manual user
prompts and added prompt instructions in the instructions. We
found that ChatGPT was able to respond and interpret to that input,
for example, it concluded that higher corners of the mouth could
indicate happiness. We also conducted test runs where we directly
added emotion categories or numeric valence/arousal values to user
prompts and instructed ChatGPT to take that emotional user state
into account in its responses. In a comparative test, we found that
the facial blend shapes input resulted in response behavior similar
to that of direct context augmentation. In conclusion, we found
that ChatGPT, in general, is capable of interpreting facial expres-
sions from JSON formatted blend shape descriptions and processing
them the same way as it is able to use emotional context from direct
textual description (emotion categories) or more abstract affective

https://ai.google.dev/edge/mediapipe/solutions/vision/face_landmarker
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Figure 1: ELLMO system architecture. The user text input is augmented with facial expressions (52 blend shapes) captured
through Google MediaPipe and sent to OpenAI’s Assistant API via a Python (Django) backend in order to create empathic
responses. The backend also provides the possibility to select different assistant instances.

dimensions (valence/arousal). Still, we need to conduct in-depth
evaluations regarding emotional variety and response consistency.

4.2 Conversational Design
For a current test run, we captured the user’s facial expression over
time, but only processed the snapshot at the time of the user prompt
submission. While this one-shot sampling enables a simple prompt
extension and processing on the assistant side, a meaningful imple-
mentation of nonverbal cues likely requires continuous sampling.
We suggest to explore if facial expressions should be sent to the
LLM at regular intervals, or as aggregated, shorter time series as-
signed to specific conversation phases - for example synchronized
with turn taking. In theory that would enable the model to interpret
the user’s reactions while writing a prompt, as well as their reac-
tions while reading the model’s responses. Yet, such an approach
will eventually result in longer processing times and require more
complex model instructions: for example, if the assistant should
immediately respond to nonverbal prompts that come without man-
ual text input. Another approach would be to pre-process visual
input and summarize it into textual descriptions - similar to the
approach described by Wicke [17].

Regarding conversational flow, Seo et al. [13] provides a good
example on how to integrate "thematic checkpoints" to ensure that
the agent has received certain information or covered specific top-
ics. As OpenAI’s Assistant API allows to switch between assistants
during a conversational thread, we consider to define different assis-
tants to handle different conversational stages, as well as different
prompt types like mentioned above. To address response variability
of LLMs, Cuadra et al. [3] suggest to repeat prompts until thematic
saturation is reached. While this is a feasible approach for repeat-
able lab settings, we still explore on how to achieve consistent LLM
behavior and as a result comparable study results in in-the-field
studies.

4.3 User Awareness
As described in Section 2.1, the sending and receiving of nonverbal
cues can occur both consciously and unconsciously and with vary-
ing degrees of control. Further, related work (see Section 2.2) and
our own experience shows, user interaction with artificial systems
differs from human communciation in terms of using nonverbal
cues. To assure engaged and context related interaction, we suggest
providing (1) transparency to the user regarding which cues the
system is processing, and (2) eventually offering feedback on these
cues. The question arises as to what extent this feedback should
be incorporated into the model’s (textual) responses and whether
there should be dedicated feedback mechanisms, such as mirror-
ing approaches or continuous visualizations of how the system
perceives the user’s nonverbal cues. While we strongly suggest
to provide some sort of feedback, we argue that the “default” in-
ner monologue feedback as depicted in Figure 2 has to be reduced
through corresponding instruction design. Additionally, a contin-
uous visualization of the artificial system state as reaction to the
user’s state might be useful in enhancing the conversation and
mimicing empathic system behavior.

4.4 Study Design
One of the main challenges in exploring nonverbal interaction, af-
fective responses and empathic behavior is to create valid study
scenarios [1]. Explicit, intentional reactions (nonverbal emblems
or illustrators) like expressing agreement or skepticism through
certain gestures can be promoted through detailed participant in-
structions and corresponding conversational tasks. However, it is
more difficult to trigger implicit reactions and emotions in study
participants. Our current goal is to conduct either (1) controlled lab
studies with personal conversational scenarios such as “Use ELLMO
to talk about your problems at work” or (2) more longitudinal in-
the-field studies, where we ask participants to regularly use the
assistant on a personal device. Another question is how to measure
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Figure 2: ELLMO user interface, showing two responses with extensive feedback of the perceived facial expression context.

the effects of a conversational interaction. While perceived system
or human behavior might also be explored by letting participants
observe recorded scenarios from a third-person perspective, we
aim for first-person participant experiences and ratings, as aspects
such as perceived empathy of a system or experienced emotions
are based on inner, affective perceptions. So while Cuadra et al. [3]
for example let participants rate generated conversations between
a model and a fictional user, we want to capture participants’ own
experiences, using scientific scales or conclusive interviews.

4.5 Nonverbal Channels
Similar to the approach proposed by Wicke [17], we want to aug-
ment textual or spoken prompts with input from other nonverbal
channels. While our current prototype, ELLMO, covers facial ex-
pressions, we also consider other modalities for future applications.
Especially interaction timing, interruption or silence can also offer
interesting possibilities for conversational communication. Finally,
we plan to explore also new forms of nonverbal communication,
especially designed for interaction with artificial agents. This might
include also new forms of cues and transmission, such as manually
expressing affective states or reactions to LLM responses or pro-
cessing times via user interface. That might also require to conduct
preliminary research on what kind of nonverbal effects should be
conveyed in a conversation with a LLM based agent: while level of
agreement or satisfaction could be helpful as reaction on system re-
sponses, cues that communicate expected response length or detail
could accompany user input to optimize responses.

5 Conclusion
In this paper, we introduced our approach on how to extend the
contextual awareness of LLM based agents, especially regarding
nonverbal cues and affective states. With the ubiquitous use and on-
going integration of conversational agents in all sorts of daily tasks
we see promising applications for such agents with augmented
nonverbal input: empathic agents are already developed for mental
health applications, personal reflection or social robots. We dis-
cussed several preliminary findings and challenges, which would
benefit from being discussed in the community.
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