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Abstract
BackgroundMachine Learning plays an ever-growing role in ev-
eryday software. This means a paradigmatic shift in how software
operators from algorithm-centered software where the develop-
ers defines the functionality to data-driven development where
behavior is inferred from data.

Aims The goal of our research is to determine how this paradig-
matic shift materializes in the written code and whether developers
are aware of these changes and how they affect their behavior.

Method To this end, we perform static analysis of 3,515 software
repositories to determine structural differences in the code. Follow-
ing this, we conducted a user study using eye tracking (N=18) to
determine how the code reading of developers differs when reading
Machine Learning source code versus traditional code.

Results The results show that there are structural differences
in the code of this paradigmatically different software. Develop-
ers appear to adapt their mental models with growing experience
resulting in distinctly different reading patterns.

Conclusions These difference highlight that we cannot treat all
code the same but require paradigm-specific, empirically validated
support mechanisms to help developers write high-quality code .

CCS Concepts
• Software and its engineering → Software creation and man-
agement; • Computing methodologies → Machine learning; •
Human-centered computing→ Empirical studies in HCI.

Keywords
software developers, eye tracking, code reading, human computer
interaction
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1 Introduction
Nowadays, researchers and practitioners develop Machine Learn-
ing for many different domains. HereIt enables us to develop more
effective systems or even some functionality that was not possible
before, e.g., in medicine [41], disaster management [31], and the
automotive industry [29]. This growing interest naturally means
that these domains increasingly depend on the quality of these data-
driven software systems. Therefore, developers are increasingly
responsible for delivering high-quality, reliable software regardless
of complexity. However, by using Machine Learning, programming
is shifting from explicitly defining machine instructions to provid-
ing the appropriate data, context, and infrastructure for themachine
to learn. A program’s desired behavior is then not primarily defined
by instructions in code but implicitly encoded in the data or, for
example, in the weights and biases of a Neural Network. This can
be extremely challenging to understand for humans. Furthermore,
the code that developers do write themselves becomes increasingly
abstract. Karpathy [23] also refers to software based on Machine
Learning and Neural Networks as “Software 2.0” to denote this
fundamental shift in development practice. While the technological
differences between the traditional “Software 1.0” and “Software 2.0”
are well understood [4], it is not fully clear how this paradigmatic
shift changes the work of developers. To support developers of data-
driven applications, we must first understand the different aspects
of the developers’ behavior and how development has changed.

For traditional development, decades of research exist in soft-
ware Engineering [54], which has yielded processes, best practices,
and tools [19, 55] that have proven themselves in practice, giving
us a firm understanding of the developers’ behavior. “Software
2.0” and data-driven development still need to transition from data
science to data-driven engineering [3, 18], and a human-centered un-
derstanding of the difference can help with this. Furthermore, given
that current tools and programming languages for data-driven de-
velopment have either adapted or emerged from their traditional
counterpart, the obvious question is how much the underlying be-
havior differs andwhether we can build on existing knowledge from
Software Engineering research. Therefore, we must first determine
how far these development paradigms deviate from each other and
how these differences can impact the developers behavior.

In this paper specifically, we focus on how software developers
read code in this context. Prior work has, so far, investigated code
reading behavior for traditional code, e.g., [10, 39, 44]. In this work,
we go beyond this related work and compare the reading behavior
for traditional code with that for code that implements Machine
Learning models. To this end, we first perform static analysis on
publicly available code repositories that contain traditional and
machine learning code. Motivated by the structural differences this
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showed, we investigate whether these differences have an impact
on the reading behavior of developers. We utilize eye tracking to
record the developers’ gaze to investigate the following questions:

RQ1What structures in the code are of interest to developers
in Machine Learning code compared to code that does not use
Machine Learning?

We expand on the existing literature by including data science
experts in the experiments’ sample, which should be more repre-
sentative and yield more valuable insights. Additionally, testing
both novices and experts allows us to compare these target groups
to determine the effect of prior knowledge and expertise:

RQ2 Does the expertise of experienced Machine Learning de-
velopers lead to them focusing on different aspects of the Machine
Learning code compared to novice developers?

To address these questions, we conducted a user study (N=18) in
which we asked participants to engage with different Python code
fragments (e.g., see Figure 2). Our results showed differences in the
reading behavior, which show that some syntactic structures are
read differently in code that implements Machine Learning models.
This also implies that developers are aware of the differences and
adapt their behavior accordingly. Thus, for supporting developers,
machine learning code should not be treated the same as traditional
code. We also uncovered differences in expertise, which further
underpin the need for approaches specific to the target group and
context rather than one-size-fits-all solutions.

Given the changing nature of data-driven development as a par-
adigm for software creation, our insights inform decisions on how
to better support developers. Future development can achieve this
in numerous ways, e.g., via the design of dedicated programming
languages, libraries and frameworks, and support mechanisms and
tools that take into account which parts of the code are relevant or
not. Thus, we see this work as a foundational step in assessing de-
veloper behavior in the evolving field of data-driven development.

2 Related Work
While the concept and field of Machine Learning are many decades
old, more recent advances like deep learning, i.e., Machine Learn-
ing with highly complex models, and an increase in computational
power have propelled it into the mainstream for software devel-
opment. As previously discussed, this brings with it changes to
software development. The following section will briefly outline
how literature has addressed these changes. Beyond that, we will
also provide some background about the methodology we used to
advance the state of research in this field, eye tracking.

2.1 Developing Machine Learning Systems
Developers now use Machine Learning (ML) in many areas; thus, it
is essential for software engineers to be familiar with the general
concepts. However, ML adds additional complexity to the develop-
ment since developers must create and improve not just the code
but also the underlying data and ML models [20]. Thus, making
these complex ML systems easier to understand is important. While
there are successful efforts to make traditional code easier to under-
stand, e.g. using ML [7], the different level of complexity in code of
data-driven applications remains an open challenge.

Prior work has recognized developers as a valuable target group
for improving theML experience [3, 11, 35, 36, 40, 42]. Consequently,
researchers and industry have produced several methods, tools, and
support mechanisms to assist software developers in creating data-
driven applications. Here, they have created tools to support ML
programming in a more user-friendly manner for decades. One of
the earlier, well-known ones is RapidMiner (originally YALE) [43],
which leverages graphical programming to present complex data
processing pipelines in a simple, visual format. This graphical ap-
proach has been extended and adopted in many tools since, like
Orange [13], Darwin [15], KNIME [8], and many more.

Nonetheless, textual programming remains the predominant
way of creating ML systems. At this level, the most substantial
improvements have come more from the now ubiquitous libraries
and frameworks (e.g., scikit-learn [38] or TensorFlow [1]), which
take over the low-level details and aim to provide easy-to-use ab-
stractions. Their development often happens in an ad-hoc fashion
and still needs more validation, e.g., whether the provided abstrac-
tions are appropriate. From the language design perspective, there
is a growing effort to optimize various aspects of programming
languages for ML, e.g., with the Compilers for Machine Learn-
ing workshop series. However, so far, they have focused more on
technical implementation. Meanwhile, improving the literal syntax
or creating ML-specific languages specific remains an interesting
avenue to make ML programming effective or efficient.

For now, Python is arguably one of the most widely adopted
programming languages in the area of data-driven applications,
particularly in combination with computational notebooks [50]
like Jupyter notebooks and Google Colab. This type of editor is a
traditional code editor at its core but offers increased interactivity
and allows developers to mix documentation, code, and outputs in
one document. Naturally then, there are efforts to improve these
notebooks as well. The mage [26, 27] extensions for Jupyter note-
books, for example, adds interactive widgets which let data workers
modify the output of their code. These changes are automatically
reflected, similar to Programming-by-Example systems [32]. The
feedback from a subsequent user study was positive, highlighting
some of the challenges of ML code which can be complex, partic-
ularly for novices. Therefore, they suggested hiding parts of the
code that would confuse them. More experienced developers, on
the other hand, viewed the presentation in code more favorably.

The interactivity of computational notebooks greatly facilitates
developers’ exploratory behavior. This also brings challenges; since
ML systems are a tight interplay betweenmodels and data, maintain-
ing an overview of various configurations can be difficult [12, 24, 25].
The evaluations conducted for some of these systems show their po-
tential benefits, but these are difficult to separate from the concrete
implementations. Creating fully working software tools like that re-
quires much development upfront. Rigorous requirement elicitation
is desirable to motivate this kind of effort. Yet, while some of these
projects start with an initial phase of gathering user requirements
[14, 24, 26] the reporting typically emphasizes summative evalua-
tions. Additionally, they often build on anecdotal evidence and the
experience of their creators. This limits how well other researchers
can rely on the insights that informed the original design. We argue
that this common top-down approach, i.e., evaluating a full, work-
ing system with a focus on summative results, can be supported by
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a bottom-up perspective, i.e., early formative assessment, where
one investigates various low-level aspects of the development first
to get a foundational understanding of the requirements of data-
driven development (cf. [28, 33]). These insights inform further
design decisions, especially with existing knowledge from tradi-
tional software development. Instead, we can first determine where
these development paradigms match and differ. To get a compre-
hensive overview, so far, researchers investigated multiple different
aspects that play a role during software development, from devel-
opment processes to collaboration or how developers write code.
Hesenius et al. [18], for example, investigate these differences on the
process level and highlight where current development processes
do not accommodate data-driven development. In consequence,
they propose an extension to established development processes,
the Engineering Data Driven Applications (EDDA) process, which
contains additional steps specific to data-driven development.

Given the number of publicly available software projects on on-
line collaboration platforms, they have also become a prominent
source for further insights into how developers work. For example,
Simmons et al. [51] compared roughly 2,000 public repositories, half
with ML and half using traditional code, concerning code quality.
Their analysis concludes that there are some similarities but notable
differences between traditional and ML code. While the complexity
of the code base, as measured by McCabe’s Cyclomatic Complexity
[30], is similar, it appears that repositories of data-driven applica-
tions adhere less to existing coding and naming conventions. While
using the code repositories alone, they could not determine the
reason for these differences. They did highlight differences in the
developers’ behavior, which warrant further investigation. How-
ever, the use of code quality metrics leaves it unclear whether the
repositories are, in fact, also structurally different or whether the
same structures are just present in a different quality.

In this paper, we will continue this line of research to determine
the differences between ML and traditional code. However, we will
primarily focus on human behavior using eye tracking, a method
frequently used in empirical analyses of software developers.

2.2 Research using Eye Tracking
Sharafi et al. [46] provide an overview of several publications which
emphasize the need for a uniform nomenclature to carry out eye-
tracking studies, particularly for behavioral observation of Software
Engineering. Their paper provides an overview of terms such as
“fixation rate,” “saccades,” and their use in existing eye-tracking
studies in Software Engineering. We will follow the terminology by
Sharafi et al. [46]. In addition to that, Sharafi et al. [47] expand on
this with a systematic review of eye tracking in software engineer-
ing, showcasing the benefits of the method for investigating several
questions, including but not limited to debugging [5, 17], code
comprehension [6, 44], and collaboration [48], all of which could
contribute to a better understanding of software development [21].

Eye tracking as code reading behavior measurement has been
discussed in a series of publications. For example, Busjahn et al.
[10] compared the linearity of the reading order in software code
structures of inexperienced and experienced software developers.
They analyzed this by first having inexperienced programmers read
natural language text, then programming code, and then having

experienced programmers read code. They also show that inexpe-
rienced programmers read code less linearly than natural text but
still more linearly than experts [10]. Peachock et al. [37] show, in a
replication study, that developers read source code less linearly than
natural text but that there are no differences in linearity regarding
the level of experience or programming skills.

Peitek et al. [39] investigated the linearity and reading order of
code. They conclude that “the linearity of source code is a major
driving factor that determines programmers’ reading order, while
experience and comprehension strategy seems to play more minor
roles” [39]. Since the functionality of Machine Learning systems,
particularly those using Neural Networks, depend less on the lin-
earity of instructions in the code and more on implicit factors like
the data, weights, etc., this effect may not translate to this different
development paradigm and thus warrants further analysis.

Weber et al. [53] investigated these differences and leveraged the
structure of code to determine which elements in ML code are areas
of interest for novice programmers. They found reading patterns
that suggest that there are benefits to linearity in this context.
Since the study by Peitek et al. [39], which suggests that prior
knowledge is only of minor importance for code reading behavior,
was on traditional code only, and the study by Weber et al. [53]
was on novices only, it remains still unclear how ML professionals
and experts are affected. Particularly for a paradigm like Machine
Learning, which may not yet be part of the early education for all
programmers, expertise may play a more significant role.

Thus, we can conclude that the reading behavior of developers
can but does not have to vary based on multiple factors like code
structure and prior knowledge. In the context of Machine Learning
code, these effects have only been explored for novices [53]. So, we
expand on this in this work by collecting new data from a study that
includes experts. This should increase generalizability and provide
insights into an important target group.

3 Static Analysis of Code Repositories
In preparation for our study of developer behavior, we analysed
publicly available code repositories to determine whether there
were quantifiable differences between the two types of repositories
– repositories with machine learning functionality and without. For
this, we selected 3,515 code repositories from the literature [9, 51]
more recent additions, based on GitHub’s popularity metrics, and
counted the different grammatical constructs in the code. Of these
repositories 1,534 contained applications that utilize machine learn-
ing, while the remaining 1,981 were traditional applications. We
screened all repositories to manually decide to which of these two
categories each repository belonged, since, for example, metadata
indicating machine learning content was not enough to decide
whether a repository used ML functionality or implemented it us-
ing traditional programming methods. These repositories all used
the Python programming language, since it is both general purpose
language with wide adoption but is also very popular for machine
learning [52], making it an ideal candidate for comparative studies.

After downloading the current state of these repositories, we
used the Python ast package to construct the Abstract Syntax Trees
for the Python code in the repositories. We accumulated the number
of occurrences for each grammar construct from Python’s formal
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grammar for all valid ASTs (1,431 traditional repositories, 885 with
ML) and then normalized that by the total repository size. Thus, we
received a relative frequency for each construct for every repository.

We conducted a statistical analysis on the log-transformed data.
Based on visual analysis and the Shapiro-Wilk test, we used both
Student’s t-test and Mann-Whitney-U test, where we compared
the relative frequencies between each pair of data for the machine
learning and the traditional repositories. Of the 86 different pairs
of code constructs as part of the formal grammar, we found signif-
icant differences (𝑝 < 0.05) for 79 different code constructs (see
supplementary for the complete listing).

From this, we concluded that there are structural differences be-
tween the two development paradigms. Certain code elements seem
to appear more frequently, while others seem to be less common in
ML code. For example, ML repositories appear to have a relatively
higher ratio of imports but fewer instances of exception handling
compared to repositories with traditional code. Thus, we continued
to investigate whether developers are implicitly or explicitly aware
of these differences and how they incorporate this in their behavior.
Thus, we conducted the following eye tracking study.

4 Methodology
To determine the reading behavior of developers for Machine Learn-
ing code, we adopt and adapt the methodology proposed by Weber
et al. [53], which relies on the structured nature of software code.
We expand upon their methodology, though, with a systematic
selection of the code fragments to enhance comparability. The fol-
lowing section describes this general methodology and any changes
to the process which we took to address our research questions.

4.1 Study Design
We performed an in-person, within-subject user study using eye-
tracking data from developers while they read a selection of code
fragments. We used a graphical user interface nearly identical to
that in the study of Rodeghero et al. [44], which uniformly dis-
played the code. Like in the original interface, we used no syntax
highlighting or other visual support mechanisms, as this could im-
pact the gaze, e.g., via preattentive perception. At this point, we do
not yet know which code structures we could or should highlight,
as this is part of the potential implications of our study, so we opted
for the highlight-less approach. Nonetheless, the UI displayed the
code in a monospaced font, as is typical for code editors. This also
helped with defining clearly distinct areas of interest later on. We
also excluded any comments from the code, as they could draw a
disproportionate amount of attention and thus skew the results.
See the work of Rodeghero et al. [44] for a further discussion of
the benefits and drawbacks of this presentation. Since we used a
within-subject design, each participant used the UI to read each
code fragment described below.

4.2 Procedure
Besides displaying the code, the interface served a secondary func-
tion: to create engagement of the study participants with the code.
The participants had the task of summarizing each code fragment’s
key functionality and purpose in their own words. In this way, we
required participants to read the code carefully. We asked them to

type their summary directly in the interface, which offered an input
field next to the code on the right half of the screen. To better un-
derstand their behavior, we also used the think-aloud protocol [49],
i.e. we asked participants to verbalize their behavior and thought
process, which we manually transcribed. After fragment summa-
rization, they moved on to the next code fragment. We limited
the total duration of the study to 40 minutes, i.e., five minutes per
fragment, to prevent effects due to exhaustion. However, this only
served as a guideline for the participants; they were free to move
on from a code fragment if they believed they had sufficiently sum-
marized it. Beyond this, we also collected additional feedback about
the code fragments, demographic data, and prior knowledge with a
questionnaire at the end.

4.3 Selection of the Code Fragments
In total, we selected eight Python code fragments for our study.
We only used code written in the Python programming language,
which we previously also selected for the static analysis due to its
popularity in general but also formachine learning [52]. To facilitate
the comparison in RQ1, half of these was code that uses Machine
Learning in some capacity, while the other half was traditional code
without Machine Learning.

Since code quality can differ widely in software projects, we
selected our code fragments from Python libraries with a large
user base. The idea behind this is that these libraries typically have
fairly high standards concerning code style and quality and act
as a role model for other developers. Therefore, we picked our
fragments evenly from example code from the repositories of the
TensorFlow [1] and scikit-learn [38] libraries for ML code, i.e. using
code that uses these libraries, and from the matplotlib, flask, and
request libraries for the non-ML code. For the ML code examples,
we made sure to pick code that uses multiple different ML models
using both unsupervised and supervised learning. We looked for
similar pairwise ML and non-ML fragments to enable gaze pattern
comparison. The first criterion for this was the length in lines of
code where we paired fragments of equal length. We also had to
consider our screen size since we wanted to minimize interfering
variables, such as scrolling through long code examples. Therefore
the code fragments did not exceed 60 lines of code.

We followed the approach by Shaffer et al. [45] and Weber et al.
[53], who used the constructs from the programming languages’
formal grammar to determine areas of interest in the gaze data.
While we had previously shown that different constructs occur at
different frequencies, picking code that would accurately reflect
these differences would skew the gaze dwell times. Thus, we aimed
for a similar distribution of the constructs for each pair of ML and
non-ML code fragments, while keeping distinctly ML and non ML
functionality in the code. Table 1 lists the frequency of construct in
each pair of code fragments. Since not all 84 grammar constructs
were present in the code, the following evaluation will deal exclu-
sively with those present. For each participant, we displayed ML
and traditional code fragments in an alternating sequence.

Finally, we selected two sets of code fragments to account for
the different expertise levels of novices and experts. This allows us
to probe RQ2 further. As Kahney [22] discussed, choosing a single,
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simple task can easily lead to task performance becoming indistin-
guishable between the groups. Gugerty and Olson [16] compared
novices and experts using the same LOGO code fragments with
only minor modifications for the experts, but also discuss that this
approach has the issue that with such similar code, one cannot
fully explore the experts’ skills. Using two structurally similar sets
of different complexity, we hoped not to overwhelm the novices
and, at the same time, ensure that the experts read source code
appropriate for their prior knowledge, thus avoiding the effects
of mental over- and underload. To gauge how effective the selec-
tion was, we collected feedback on the code fragments using the
questionnaire, qualitatively using free text answers, and quantita-
tively using a five-point Likert scale, where participants provided
their perspectives on how complex and challenging they considered
the two types of code fragments. Furthermore, we collected the
code summarizations each participant wrote to gauge whether they
understood the key concepts and actions in the code.

4.4 Apparatus
We recorded the gaze of our participants using a Tobii 4C on-screen
eye tracker, which provides data at a sample rate of 90 Hz. The
tracker was attached to a 20” monitor, set up in a well-lit room
without outside distractions. We calibrated the tracker for each
participant individually before reading the code.

4.5 Participants
We invited 18 participants from local companies and academic
institutions via personal and professional contacts. For their partici-
pation of up to one hour, they received compensation equivalent to
10 USD. Of the twelve experienced and six novice developers, half
were female, and half were male, with a mean age of 26 years (SD:
2.78). With a background in computer science, they were either in
the final year of their Master’s program or had a completed Mas-
ter’s degree and were now either working in industry or pursuing
a Ph.D. In addition, two-thirds of the experts reported currently
working on one or more projects involving a substantial amount
of ML. The remaining third was not actively working on such a
project but had prior experience with the technology.

Our distinction between novices and experts is based on par-
ticipants’ self-assessment during recruitment and is corroborated
by additional background information which the participants pro-
vided in the questionnaire. For example, all novices but one listed
their programming experience to be between three and five years,
while most experts have at least five years of general programming
experience. Focusing on the Python programming language, all
participants were familiar with it, although all experts indicated a
high or very high level of expertise (5-point Likert scale), while the
novices rated their knowledge as low to average. The same applies
to prior knowledge about Machine Learning, where the two groups
are discretely split along the middle of the Likert scale.

4.6 Data Processing
The structured nature of software code and its formal division into
defined structural elements allows for very defined areas of interest.
In addition, the presentation using a monospaced font gives clear
bounding boxes for gaze targets. After collecting the gaze data in

the user study, we applied an analytical approach as follows, in line
withWeber et al. [53]. For this process, we recorded howmany gaze
points fell into each bounding box and could then determine what
grammatical construct in the code and, thus, to which programming
concept each gaze point belongs. Figure 2 shows an example of the
subdivision. We then counted the number of recorded gaze points
per area, thus giving us a measure of the dwell time for each area
and, when accumulated, for each type of code element.

Not all participants spent the same time reading each code frag-
ment, so we consider only the relative percentage of gaze points per
participant. Furthermore, different structural code elements take
up more screen space, so naturally, they attract more gaze points
than smaller code elements. Thus, we also divided the gaze point
percentage by each code fragment’s relative area. Since we use a
monospace font, this automatically also normalizes the data against
character count. Thus, the resulting data is normalized against
temporal and spatial factors and allows for a comparison between
groups and code elements to answer the research questions.

To determine differences in the participant’s code-reading be-
havior, we first used heatmaps and a replay of the participants’
gaze paths to gain a high-level overview of the data. Second, we
used a quantitative method to determine the dwell time for each
area of interest, i.e., each syntactical code structure, which allowed
us to find general reading patterns and specific parts of the code
which caught the developers’ attention. After normalizing the gaze
to accommodate user-specific offsets, we visualized the heatmaps
using the kernel density estimation (KDE) of the seaborn library
with the Epanechnikov Kernel. We used Silverman Algorithm [2]
for bandwidth optimization, leading to heatmaps, as shown in Fig-
ure 1. We overlaid each heatmap with its respective code fragment
to better determine which part of the code participants looked at.

While these visualizations already suggest some interesting pat-
terns, purely accumulated dwell times may not accurately reflect,
for example, frequent jumps between the same points, thus, we also
employed a tool for replaying the gaze tracks. With this tool, we
could visualize the path of gaze points across time to review the
eye movement across code fragments. This showed the reading pro-
gression of our participants, clearly indicating, e.g., what elements
participants looked at first. It also provided a first glance at which
elements were most relevant, as indicated by a long dwell time.

5 Results
In the following section, we will summarize the results of the user
study and the analysis of the recorded gaze data using the method-
ology described in the previous section and the literature.

5.1 Research Question 1
To address RQ1, we first investigate the reading behavior for dif-
ferent code fragments, specifically whether code with ML elements
is read differently to code without. When we compared the reading
behavior of different developers, we could already see different
search strategies being used by participants. Replaying the partici-
pants’ gaze, we saw that several participants read code fragments
sequentially, top to bottom, showcasing patterns akin to Nielsen’s
F-patterns [34]. The F-pattern means that the reader first performs
horizontal scans of the document and then continues with vertical

https://seaborn.pydata.org
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Table 1: Absolute number of each grammatical code construct per code fragment for both novices and experts. We paired ML
and non-ML code fragments based on a similar distribution frequency of those constructs.

Code for novice developers Code for expert developers

Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Pair 7 Pair 8

ML non-ML ML non-ML ML non-ML ML non-ML ML non-ML ML non-ML ML non-ML ML non-ML

Import statement 2 - 2 2 - - - - 3 5 3 1 8 3 7 2
Variable declaration 4 2 8 2 9 8 7 13 7 22 9 9 19 11 12 14
Function definition - 1 - - 2 1 1 3 - - - - 2 - - 1
Function body - 1 - - 2 1 1 3 - - - - 2 - - 1
Function parameter 2 4 6 4 14 6 28 10 17 30 14 9 18 12 20 26
Function call 3 2 7 5 11 9 39 3 21 28 21 6 18 14 18 27
Literal 3 3 2 3 11 12 70 15 22 41 14 4 56 18 24 36
Index based access 1 - 4 - 3 5 12 - 4 7 2 1 1 - - -
if block condition - 3 - - - 4 5 8 - - - - - - - 1
if block body - 2 - - - 1 5 7 - - - - - - - 1
Loop condition - 1 1 1 2 - - - 1 - - - 2 1 - 1
Loop body - 1 1 1 1 - - - 1 - - - - 1 - 1
Return statement - 1 - - - 1 - 1 - - - - 2 - - 1

Total lines of code 9 7 16 9 20 23 38 41 51 59 30 30 60 39 59 60

Figure 1: Heatmap of different search and reading strategies.
A replay of the gaze tracks showed that the novices (top)
showedmostly sequential reading, while the experts (bottom)
jumped to selective points of interest.

scanning. Those who do not show the F-pattern behavior ignore or
skim the majority of the code and jump to areas of seeming interest,
where they remain for a considerable amount of time.

Reading behavior without F-patterns is much more prominent
in code that implements ML models, while the traditional code is
read sequentially for the majority of the time. Of the eight code
fragments per participant, we observed sequential reading in the
traditional code 46 times and 28 times in ML code. Selectively
readingML code fragments also includes backtracking, i.e., jumping
back to parts of the code that participants had previously read. This
is also much less pronounced for the traditional code fragments.

To further investigate which parts of the code are seemingly
more important, we used code’s grammatical structure to analyze
at which elements the participants look at the longest and, thus,

Figure 2: Examples from each type of code and how they
were divided into discrete areas of interest based on Pythons’
formal grammar.

may be particularly interesting. Therefore, we subdivided the total
text area into small rectangular areas of interest for each type of
code element and determined the dwell time for each, see Figure 2.
We then normalized the dwell time to account for differences in
area and how long different participants spent for the whole code
fragment. Figure 3 shows the normalized dwell time for the two
groups in our study and the different code elements for source code
that does and does not use ML. This already visualizes that certain
fragments in the code receive relatively more attention than others.

Considering that the two groups, experts and novices, had differ-
ent code fragments according to their skill levels, we analyzed the
two groups separately. In addition, a first inspection also showed
that participants entirely ignored some of the code structures in
some test conditions. Thus, we first created a binary distinction at
which code fragments novices and experts had looked at. This anal-
ysis showed that participants ignored some code elements, namely
conditional if -statements, class definitions, and function defini-
tions. However, this is an infrequent behavior. Return statements,
while similarly infrequent, received more attention. Here, one of the
participants even mentioned that they consider return statements
an important indicator for the function of a code fragment. Based
on these initial insights, we will not interpret behavior for code
that participants did not read in any of the study conditions in the
further analysis since we cannot determine meaningful statistical
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Figure 3: Distribution of the relative number of gaze points per area of interest for both participant groups and both types of
code fragment. (*: 𝑝 < 0.05, **: 𝑝 < 0.01, ***: 𝑝 < 0.001, cf. Table 2, Table 3)

results beyond the binary distinction, see Figure 3. This resulted in
nine types of code elements for further analysis.

To systematically investigate the question of whether there are
differences between the two types of code, we compare the mean
normalized dwell time for each code element between the code
fragments with and without ML, see Table 2. Based on the results of
a Shapiro-Wilk test, we then performed a paired t-test or Wilcoxon
test for all code elements to determine which statistically significant
differences between Traditional and ML exist for the two groups,
Novices and Experts, independently. There are several significant
differences between the types of code for both groups, see Table 2.
We note that these differences are not the same for both groups.

We found similar differences for function, import statements, and
index-based data access, with both groups spending significantly
more time. The experts also spend significantly less time on literals
in ML code. On the other hand, the novices looked more at function
parameters and variable declarations in the ML fragments.

5.2 Research Question 2
To answer the second research question (RQ2), we compare the six
novice developers and their gaze behavior with that of the twelve
that report a higher degree of experience with Machine Learning.
While these two groups read two different types of code fragments,
we ensured to select syntactically similar code fragments of roughly
equal length and structure (see Table 1). Based on their feedback,
both groups also considered the code fragments semantically to
be of similar, medium difficulty, as indicated by the median of the
Likert scales being the neutral option and no significant differences
(Mann-Whitney-U-test, 𝑝 = 0.294) between the study conditions.

Concerning the search strategies, it was noticeable that of the
six novice developers, four showed F-patterns across both types of

source code, while the other two sometimes followed this strategy
and sometimes jumped with their gaze. We could, however, not
determine how the code influenced the pattern concerning the
type of code when they would choose one or the other strategy. In
comparison, the experienced developers also applied the sequential,
F-pattern-based reading strategy for the traditional Python code
but for the Machine Learning code only at most half, typically three
to four, were scanning through the code fragments while the other
half was selective in their reading. It is worth mentioning that all
experts applied both strategies at some point. This indicates that
expertise may come with knowledge about which parts of the code
are worth looking at and which are not.

When asked what aspects of the code they deemed most helpful
to foster understanding, almost all novices mentioned clear vari-
able names. They also listed comments, although, as previously
mentioned, we removed them from the code fragments. For the
experts, seven mentioned the names of certain models in the code
and especially in the import statements to be helpful. This also
showed in the reading behavior where the less experienced partici-
pants, who selectively read the ML fragments, often focused not on
ML-specific keywords, unlike the expert, but instead paid attention
to more commonly understood terminology like the use of plots to
visualize results. This effect was visible in relatively longer dwell
times and was corroborated by the feedback in both the code sum-
marization and the questionnaire. In comparison, these parts were
almost always skipped by the expert developers who were, as they
mentioned, more interested in more advanced terminology, like the
names of the ML models used in the code. Based on the feedback in
the questionnaire, the novices did, however, notice some of these
ML-specific keywords but, as they were sometimes unfamiliar with
them, looked elsewhere for cues to understand the code.
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Table 2: Statistical analysis of differences between the dwell time in various code elements in ML code fragments vs. non-ML
code fragments for both participant groups. All Wilcoxon-test are indicated with a △ . (*: 𝑝 < 0.05, **: 𝑝 < 0.01, ***: 𝑝 < 0.001)

Novices Experts

Normality test t-test / Wilcoxon-test Normality test t-test / Wilcoxon-test

W p t/W df p W p t/W df p

Import statement 0.866 .059 3.593 5 0.017 * 0.882 0.009 78△ 11 < 0.001 ***
Variable declaration 0.968 .893 4.9127 5 0.004 ** 0.970 0.675 −0.507 11 0.620
Function body 0.823 .017 0△ 5 0.031 * 0.925 0.076 8.148 11 < 0.001 ***
Parameter 0.957 .739 8.3604 5 < 0.001 *** 0.986 0.972 1.945 11 0.079
Function call 0.924 .319 10.931 5 < 0.001 *** 0.951 0.281 5.569 11 < 0.001 ***
Literal 0.951 .646 −2.3253 5 0.068 0.925 0.077 −5.785 11 < 0.001 ***
Index-based access 0.875 .076 7.3625 5 < 0.001 *** 0.898 0.020 78△ 11 0.003 **
Loop condition 0.900 .161 20.759 5 < 0.001 *** 0.955 0.353 −0.210 11 0.838
Loop body 0.824 .017 21△ 5 0.031 * 0.959 0.427 0.461 11 0.653

Beyond this qualitative feedback, we also performed the quanti-
tative analysis of the gaze data for differences between expertise,
as listed in Table 3 and visualized in Figure 3. One difference that
immediately becomes apparent is the fact that the distribution of
gaze data of the novices is more spread across the different code
elements. Experts, on the other hand, focus the majority of their
attention on function calls and their parameters, as well as variable
declarations, while the other elements play a relatively minor role.
Still, function parameters and variables declarations are similarly
important for the novices, but the function calls receive signifi-
cantly more attention from the experts, both in traditional and ML
code fragments. For function parameters and variable declarations,
there appears to be a certain dependence on the type of code: ex-
perts value function parameters significantly more than novices in
traditional code, while novices spend more time with variables in
ML code. Beyond this, control flow via loops offers consistent dif-
ferences, where novices look at loop conditions and the loop body
significantly longer. The same also applies to the encapsulation
of code in functions, with novices spending a significantly larger
portion of their gaze on the body of such functions. Lastly, the parts
to do with index-based data access in lists or similar data structures
are notable. Here, novices spend little time reading them in the tra-
ditional code examples, just like the experts, but spend significantly
more time on them in the ML code. The answers in the question-
naire provide some indication as to why this might be: Python has
a syntax that goes beyond simple numerical access of list elements
and allows, for example, to select ranges or “slices” of data. While
this syntax is often used in ML code, it has less frequent applica-
tions in traditional code. For this reason, two novice participants
mentioned that they found this unfamiliar syntax challenging.

6 Discussion
Our results show differences between the development paradigm
and the respective source code and between the developers of dif-
ferent levels of expertise. This suggests that developers are aware
of the structural differences in machine learning code and have de-
veloped behavioral strategies for different scenarios and code types.
Specifically, we saw different search strategies when reading code,
depending on expertise, where sequential scanning in F-patterns

was more prominent for novice developers and depending on the
development paradigm. Here, code without ML was more likely to
be read in order from top to bottom. These two observations may
very well be connected since the expert could be aware that ML
code warrants a distinct reading strategy, while the novices fall back
to the same way of reading they are used to from traditional code
and other areas. If this is the case, it implies that certain aspects
of the ML code are either trivial or entirely irrelevant to people
with prior ML knowledge. In turn, this has implications for tool
and framework design, which should strive to eliminate irrelevant
steps by abstraction so that developers do not spend time on them.
However, as this distinction was not completely binary, it may also
be the case that some information is only unnecessary in some use
cases and for some people, so flexibility and control over what is
hidden should be considered. An example from which we can take
inspiration is how modern IDEs handle import statements: since
they are often automatically generated and considered to be of little
relevance, they are typically “folded,” i.e., displayed as a group in a
single line. The developer can expand this presentation, offering
the necessary flexibility should a developer be interested in specific
import statements. Similarly, an IDE for data-driven development
could automatically detect a sequence of preparatory or visualiza-
tion steps and then collapse them into a single line labeled “data
preparation” or ”data visualization,” respectively. Automatic refac-
toring is an alternative that likewise detects these common blocks
and suggests moving them into a separate function, increasing
encapsulation, which adds to code readability and maintainability.

Sequential reading behavior may lead to issues with attention
in our study but also in general: in many of the code examples we
surveyed for our study, the first part of the code is preparatory
while the latter parts deal with the Machine Learning parts. This is
a widespread pattern, but the nature of F-pattern-shaped reading
could mean that the novices spend considerable attention on early,
less interesting parts and have little attention left for the learning
models at the end. At the same time, this could explain why experts
often skip early parts and directly jump further toward the end. As
mentioned above, one option is to minimize the space these parts
take up could alleviate this. Additionally, by extracting common
steps (e.g., data preparation, model configuration, training), an
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Table 3: Statistical analysis of differences in the normalized dwell times between the two participant groups, novices, and
experts, for both traditional code fragments without Machine Learning and those with Machine Learning. All Mann–Whitney
U tests are indicated with a △ . (*: 𝑝 < 0.05, **: 𝑝 < 0.01, ***: 𝑝 < 0.001)

Traditional Code Fragments Machine Learning Code Fragments

Normality t-test / MWU-test Normality t-test / MWU-test

W p t/W df p W p t/W df p

Import statement 0.752 < 0.001 52△ 17 0.151 0.892 0.042 38△ 17 0.892
Variable declaration 0.974 0.873 1.825 15.781 0.087 0.976 0.893 −3.168 10.637 0.009 **
Function body 0.650 < 0.001 0△ 17 < 0.001 *** 0.699 < 0.001 0△ 17 < 0.001 ***
Parameter 0.922 0.143 3.706 11.721 0.003 ** 0.969 0.782 −0.919 14.272 0.373
Function call 0.907 0.077 5.316 15.696 < 0.001 *** 0.933 0.223 2.957 15.797 0.009 **
Literal 0.952 0.464 −2.184 11.044 0.051 0.904 0.066 −0.330 7.265 0.751
Index-based access 0.972 0.828 −0.684 8.269 0.513 0.941 0.302 −5.645 7.296 < 0.001 ***
Loop condition 0.958 0.558 −2.464 9.703 0.034 * 0.845 0.007 0△ 17 < 0.001 ***
Loop body 0.935 0.240 12△ 17 0.024 * 0.751 < 0.001 0△ 17 < 0.001 ***

editor could provide a table of contents, allowing one to quickly
jump to the relevant parts without the need to scan the complete
source code. In notebook-style editors, we could take this further,
since documentation and code are often mixed, by automatically
generating fitting headings for the steps in the process.

Another question regarding the sequence of the code and the
relevance of those steps remains whether this observation depends
on the Python programming language and the summarization task.
In different situations, developers may have different goals when
reading code, e.g., finding errors, finding new solutions, or commu-
nicating with collaborators. All of these might come with different
reading strategies. Thus, the differences we observed in our study
may be specific to the code summarization task and other activities
will show different reading patterns. Regarding the impact of the
Python language, we think its popularity makes Python a good
choice for a first analysis. Furthermore, its simple syntax makes it
fairly approachable and no participant severely struggled with the
task. Given that it was designed as a general-purpose language and
not specifically for data-driven development, some of the steps, e.g.,
the re-restructuring of data, can sometimes be fairly verbose with-
out offering new insights. We argue that this might be why experts
can use their experience to identify these areas as irrelevant quickly.
Meanwhile, novices needed help understanding the specific syntax
and spent more time with these parts without getting more valu-
able information. A syntax that is easier to understand or explore
would be the obvious solution but needs to be embedded in the
existing programming environment. Of course, tool designers must
strike a balance to ensure the interaction is sufficiently versatile, but
the generated code remains understandable and ideally helps novices
learn what is going on. Furthermore, any change in syntax should be
flexible enough to facilitate learning so that novices can, over time,
gain the expertise to use more compact, efficient means of data ac-
cess. Thus, UI designers should refrain from forcing novices into
using certain presentations without alternatives. Beyond language
and tool design, there may be similar effects due to sub-optimal
framework design, where steps that could be abstracted need to be
explicit in the code. A next step could be a comparison of popular
libraries and how they are received and used. Particularly those

that offer the same functionality across different programming lan-
guages, like TensorFlow, could yield interesting insights into the
effect of the underlying language.

Another factor influenced by high prior knowledge is which
code structures is of interest, where experts appear to know the
important terms that allow them to quickly grasp the meaning of
a code fragment, for example, via the imported libraries and the
ML terminology. Meanwhile, novices need significantly more time,
relying on control structures, e.g., loops, to follow what the code
does. Because often Machine Learning code uses fewer of these
control structures — after all the decision logic, and thus conditions
are learned from the data — this new development paradigm may
offer new challenges for understanding unknown code. Developers
who cannot rely on the high-level structure must either understand
the data, which often requires domain knowledge, or focus on spe-
cific details like known terminology, as we saw from our expert
developers. However, the appropriate presentation could help rein-
state high-level structures to data-driven development. Since many
ML systems follow a general structure of a data pipeline, with data
sources as input on the one side and a model as output, we could
leverage the sequential nature for presentation: graphical program-
ming already commonly uses blocks, which represent individual
steps in the data processing, and connections, which denote the
data-flow. However, the existing graphical tools (e.g., [8, 13, 43] for
data-driven application development are more niche. In principle,
this should also be easily possible in computational notebooks, but
the experience shows that maintaining an overview of data flow in
notebooks, where no execution order is enforced, can be challeng-
ing [12, 24, 25]. Explicitly visualizing data flow will assist developers
and mitigate the reliance on certain code structures for novices and
support debugging for both novices and experts.

When data defines how the software works, it is not surprising
that knowledge of the data itself and the code that manipulates said
data becomes more relevant. This may be why participants looked
more at index-based accesses in the code. When asked what parts of
the code were useful in the post-study questionnaire, participants
mentioned the names of the data set. Naturally, in our study, the ex-
perts would have an advantage here, as they are typically intimately
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familiar with common data sets like IRIS or MNIST, but many of
the novices also voiced familiarity with those data sets, and none
of them listed the data set as detrimental to their understanding.
For real-world applications, however, data sets are usually more
complex and require domain knowledge, so support for data explo-
ration remains highly relevant for understanding ML systems. This
also increases the reliance on proper documentation, which may
explain the increasing popularity of more literate programming.

Another important question is how we can bridge the divide of
expertise. Since the experts learned their more selective and focused
reading over the years, we cannot expect novices to pick up these
skills immediately. Thus, developers will benefit from more visual
guidance, e.g., via visual highlighting. This may support novices in
acquiring the selection skills of experts more quickly. Our data can
be a basis for selecting which code elements need to be visually
more salient, e.g., data access, and which can be more subdued or
moved into configuration files, e.g., specific parameters and literals.
The ability to read code with an eye for the relevant bits should
also be part of programming education. Ultimately, the goal should
be that truly irrelevant code is either hidden away or takes up little
mental load so that novices are guided to the relevant code, and
experts benefit from less clutter.

6.1 Limitations
The differences we observed in the code structure level depend
on the code fragments’ selection. While we chose our code ex-
amples from popular libraries and tutorials, these may not reflect
the reality of software projects in the field of data-driven devel-
opment. The same applies, as previously mentioned, artificially
picking structurally similar code to facilitate comparability, even
though the larger code landscape has known differences. A further
in-depth study of code structure beyond just the grammatical con-
struct might lead to novel insights. For example, it could tell us
whether the structure we noted, with many preparatory steps at the
beginning and the seemingly interesting block in the second half, is
common and how we can use abstraction to reduce the necessity of
parts that expert developers mostly ignore. Some participants dis-
regarded the syntactic structures, this may be specific to our code
fragments. Thus, we argue that the next step should be extending
our insights by investigating real-world software projects.

Furthermore, the requirements of an experimental setup, e.g., the
removal of syntax highlighting, offer a limitation as it means that
the presentation deviates from how it would be done in the wild.
As this is common practice for experimental setups, as described
above, it allows for a reasonable comparison with prior work. Since
it is consistent within the study, it likely also does not affect the
comparative results, but an additional validation in a more realistic
setting is desirable. Likewise, the precision of eye tracking is an
important factor, as noise can easily skew the data. However, the
qualitative feedback of the participants as well as the replay of the
gaze tracks corroborates the differences in the quantitative data.

In addition, the comparison of expertise in these scenarios, as
in our study, remains quite challenging, as identical pieces of code
may over- or underwhelm developers leading to different reading
patterns. While our efforts to select syntactically and semantically
similar code fragments appear to be successful, since the feedback

on their complexity was comparable across all participants, it limits
the generalizability of our results and any interpretation should
consider this context. Larger code-bases will make it unfeasible,
though, to perform such an analysis as a laboratory experiment and
would require a field study, which comes with its own challenges.
Our experimental setup, so far, only observes these reading patterns
of the code as-is. Away to validate our findings could be to adapt the
presentation, e.g., highlighting or selection, or by excluding certain
code constructs, to see how this affects reading behavior, allowing
us to infer the importance of individual code constructs. A long-
term study could also add further insights into the effect of expertise
by observing how reading behavior changes over timewith growing
experience. Lastly, the sample of participants for our study was
limited and unbalanced between novices and experts. While the
results already show some statistically significant differences, a
larger pool of participants would strengthen these findings.

7 Conclusion
In this paper, we investigated developers’ gaze patterns and reading
behavior when reading code that implements ML models. Our re-
sults show that developers with prior Machine Learning knowledge
appear to fixate more on certain parts of the code, such as those sec-
tions that contain the creation and training of ML models. Novices
also stick to specific code structures, although the qualitative feed-
back indicates that this is not always because they consider this
part relevant but can also be due to its complexity and unfamiliarity.
Generally experienced developers more frequently skip through
the code, searching for the essential parts, while developers with
less prior knowledge tend to read source code linearly, independent
of the type of development paradigm. This indicates that certain
parts of the code are highly relevant while others offer little value,
which opens up opportunities for simplifying and streamlining this
type of code. By abstracting away distracting details, data-driven
development could become not just more efficient but also more
accessible to a wider, less experienced audience.

Concrete solutions that make a developer’s life easier can be
numerous, e.g., dedicated ML IDEs (integrated development en-
vironments) that support developers’ focus on the essential bits,
e.g., with syntax highlighting adapted to ML-specific structures.
However, even if they, theoretically, provide a benefit, there is no
guarantee of their adoption if they do not match how actual devel-
opers work in the real world. Therefore, these solutions should be
informed by empirical investigations such as the one presented in
this paper, and their success needs to be validated similarly.

Since ML is on its way into development mainstream, now may
be an ideal time to shape this area of software development and
introduce development concepts that go beyond how software
has been written for the last decades. We hope that this paper
contributes to the informed decisions behind these changes based
on empirical, human-centered evidence.

Open Science
We encourage the extension and reproduction of our work, we
include the list and analysis of the code repositories as well as the
eye-tracking data and code used in the user study as part of the
supplementary material to this paper.
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