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Fig. 1. During improvisation sessions, 15 experts designed gestures for a mobile robotic partition by first bodystorming how to convey an intent (1), then
manually manoeuvring the partition with a researcher to perform the accordant gesture (2), before reviewing the 3D visualisation of the gesture as recorded
via a real-time motion-capture system (3), and comparing all designed gestures in a questionnaire while viewing their 2D animations (4) side-by-side.

Abstract—The vision of adaptive architecture proposes that
robotic technologies could enable interior spaces to physically
transform in a bidirectional interaction with occupants. Yet,
it is still unknown how this interaction could unfold in an
understandable way. Inspired by HRI studies where robotic fur-
niture gestured intents to occupants by deliberately positioning
or moving in space, we hypothesise that adaptive architecture
could also convey intents through gestures performed by a mobile
robotic partition. To explore this design space, we invited 15
multidisciplinary experts to join co-design improvisation sessions,
where they manually manoeuvred a deactivated robotic partition
to design gestures conveying six architectural intents that varied
in purpose and urgency. Using a gesture elicitation method
alongside motion-tracking data, a Laban-based questionnaire,
and thematic analysis, we identified 20 unique gestural strategies.
Through categorisation, we introduced architectonic gestures as a
novel strategy for robotic furniture to convey intent by indexically
leveraging its spatial impact, complementing the established
deictic and emblematic gestures. Our study thus represents an
exploratory step toward making the autonomous gestures of
adaptive architecture more legible. By understanding how robotic
gestures are interpreted based not only on their motion but also
on their spatial impact, we contribute to bridging HRI with
Human-Building Interaction research.

Index Terms—adaptive architecture, robotic furniture, human-
building interaction, human-robot interaction, gesture elicitation,
robotic intents, robotic understandability, robotic interpretability.

I. INTRODUCTION

The vision of adaptive architecture proposed that the
integration of robotic technologies could enable architec-
tural spaces to physically transform in response to occu-
pant needs [1], [2]. By doing so, architectural spaces could
potentially engage in bidirectional interactions with occu-
pants [3]–[5], offering compelling experiences [6], [7], or

even ‘nudging’ their behaviours toward ergonomic or hedonic
benefits [8]. Despite these visions, the implementation of
adaptive architecture in everyday spaces remains limited [9].
Beyond obvious technological challenges of sensing [10] or
operating elements on an architectural scale [11], one obvious
inhibitor is how occupants already struggle to comprehend the
autonomous intents of smart building systems. Even popular
systems like sunshades, HVAC, or lighting frequently led to
discomfort [12], a perceived lack of control [13], or social
tension [14] when occupants misunderstood the intents behind
their actuation [15]. It is thus still unknown how adaptive ar-
chitecture and human-building interaction (HBI) systems [16]–
[18] in general, can communicate intents to occupants through
how they unfold rather than supplementary interfaces that
might be distracting or require additional effort to understand.

Recent advancements in robotic furniture demonstrated
how mobile robots integrated with everyday furniture like
trashcans [19], footstools [20], chairs [21], desks [22], or
sofas [23] could gesture understandable intents toward occu-
pants by deliberately positioning or moving in space. Inspired
by these examples, we hypothesise that adaptive architecture
could similarly incorporate such gestural techniques. More
practically, we hypothesise that adaptive architecture can be
facilitated by an autonomous mobile robotic partition able to
gesture architectural intents to co-located occupants, such as
informing them of its repositioning purpose to support their
activity, or nudging them to reposition themselves to a more
optimal area for their activity. We chose a partition as an
embodiment of adaptive architecture because partitions are
among the most impactful architectural elements, shaping the
perception of occupants on view, privacy, proportion, lighting,
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ventilation, among others [24]–[26]. The mobility of a robotic
partition would maximise its flexibility in performing gestures,
unlike (semi-)fixed elements like doors, windows, or ceil-
ings. While prior studies on robotic partitions have involved
occupants [27], designers [5], or architects [26] to design
gestures as extensions of occupants [26], [27] or autonomous
agents [28], [29], the gestural design space to convey more
abstract architectural intents remains largely unexplored. Thus,
our study addresses the knowledge gap: while smaller furniture
robots have successfully engaged occupants through gestural
performances, it remains unclear how they would transfer to
adaptive architecture with larger, space-defining robots.

Our exploratory study aimed to capture a preliminary design
space for how a robotic partition could gesture architectural
intents toward occupants in understandable ways. Drawing
inspiration from an HCI gesture elicitation method [30], where
intuitive gestures for interacting with technology were rapidly
generated by involving end-users [31]–[33], we invited 15
experts to join design improvisation sessions [34], [35], during
which they simulated robotic partition gestures by manually
manoeuvring it. By involving experts in architecture, motion
design, and robotics, we aimed to capture diverse perspectives
on robotic gestures, as these perspectives often contradict
each other [36], [37]. The experts were tasked with designing
gestures for two hypothetical occupants sharing an office space
to convey six distinct intents, varying in two established HRI
dimensions of purpose and urgency. We selected a shared
office as it forms an ideal setting, hosting multiple activities
that, however, may require contrasting spatial qualities.

By analysing the manually designed gestures using motion-
tracking data, a questionnaire grounded in the Laban ef-
forts [38], and a thematic analysis of expert design reasoning,
we identified 20 gestural strategies. Categorising these strate-
gies based on their semiotic [39] differences, we proposed
architectonic gestures as a novel strategy for any robotic
furniture to convey intents by self-referencing its own spatial
impact in an indexical way. We contrast this with established
strategies, such as deictic gestures that iconographically mimic
anthropomorphic ‘pointing’, or emblematic gestures that rely
on a learnt symbolic ‘gestural vocabulary’ to convey intents.

This study represents our first exploratory step toward
enabling autonomous adaptive architecture to behave in more
legible ways [40], which is expected to enhance occupant
acceptance [41] and foster longer-term human-robot trust [42].
Our contributions are threefold. First, we outlined a prelim-
inary design space from experts across multiple disciplines
on robotic partition gestures. Second, we introduced a sys-
tematic methodology for designing robotic gestures, grounded
in established mixed-method approaches like co-design with
experts, design improvisation, gesture elicitation, and Laban
effort analysis. Third, we proposed architectonic gestures as
a novel approach for robotic furniture to convey intents in-
dexically. By recognising how robotic gestures are interpreted
based on both their motion characteristics and spatially contex-
tualised meaning, our study contributes to bridging HRI with
HBI research in general, and architectural design in particular.

II. RELATED WORKS

Our study is grounded on how previous furniture robots
deployed gestures to interact with occupants, and the various
methods through which robotic gestures were designed.

A. Mobile robotic furniture gestures

Occupants understood the gestures of a mobile furniture
robot when these gestures were intuitively linked to the func-
tion of the furniture itself. For example, a robotic door opening
at varying speeds and trajectories conveyed different levels of
approachability, mimicking how a person might open or close
it [43]. A chair moving back and forth invited occupants to
sit, similar to how one might adjust a chair [44]. Likewise,
a trashcan approaching occupants encouraged trash disposal,
akin to a city worker offering a garbage bag [45].

Conversely, occupants may require learning to understand
more anthropomorphic gestures from furniture robots. A foot-
stool performing attention-seeking gestures like lifting, wig-
gling, or bumping prompted some to rest their feet, while
others viewed it as a living organism and refrained from doing
so [20]. A toy box designed to encourage children to tidy up by
repetitively pointing at toy elicited playful behaviours, instead,
staying stationary and wiggling only when a toy was placed
inside successfully promoted tidying [46]. When carefully
directed, anthropomorphic gestures can help furniture robots,
like a sofa, convey compelling ‘personalities’ [23].

In shared spaces, co-located occupants intuitively under-
stood gestures of furniture robots when they navigated between
personal proxemic zones [47]. A pair of tables encouraged two
occupants to approach each other by gradually merging their
personal proxemic zones [22]. A pair of bar stools rotated
two occupants to face one another, subtly promoting social
interaction [48]. In a shared office, a robotic partition gestured
workers to modify disturbance-causing behaviours by moving
towards either their own desks or affected colleagues [27].

B. Designing robotic gestures

Since non-humanoid robots cannot directly replicate [49] or
mimic human gestures [50], their gestures are typically devel-
oped through co-design with experts [51]. Subtle gestures of a
minimalist robot were co-designed with animators, puppeteers,
choreographers, and comic artists to convey user-recognisable
intents [52]. With a clown therapist and an animator, humorous
gestures for a lamp-like robot [53] were co-designed to reduce
social awkwardness among strangers [54]. To align with the
storyline-based approach of animators [37], co-design method
often required an iterative process [34] that fine-tuned both
the morphology and gestures of a robot until understandable
intents were achieved [55].

Pioneering studies of robotic furniture have outlined a
research-through-design approach for generating gestures,
known as design improvisation [34], [35], which has been
applied for robotic chairs [21], trashcans [45], footstools [20],
or sofas [23]. This approach involves first storyboarding
interaction scenarios, followed by prototyping lower-fidelity



Wizard-of-Oz robots. These prototypes are then used in ges-
tural improvisation sessions with experts, which are video-
recorded to simulate ecologically valid contexts. These videos
are then virtually crowd-sourced for broad feedback, guiding
gesture refinement for final validation in user studies [35].

To identify the most intuitively understandable robotic
gestures, previous HRI studies [56] have proposed that the
method of gesture elicitation [30] is highly suitable. Widely
used in HCI [31]–[33], this method involves lay-participants
generating gestures corresponding to a set of referents, which
are originally features of a computing system. Researchers
then merge similar gestures, calculate their frequency, and
select the most frequent gesture for each referent. For robotic
furniture, these referents could instead represent the intents
that the gestures are meant to convey.

Given the diversity of gestures, HRI studies have employed
the qualitative framework of Laban efforts [38] from chore-
ography to systematically describe them [57]. Originally de-
veloped to record and choreograph human motion, the Laban
efforts encompass four dimensions: space (motion shape),
weight (exerted energy), time (rhythm or tempo), and flow
(motion connectedness). This framework has been applied to
design gestures for both stationary [58], [59] and mobile [60]–
[63] robots, including furniture robots like mobile chairs [64],
[65], demonstrating how gestures varied in Laban dimensions
can convey distinct intents [64].

III. METHODOLOGY

We invited 15 experts to design improvisation sessions [34],
[35] for robotic partition gestures. We then applied the gesture
elicitation method [30] to distil core gestural strategies among
designed gestures and benchmarked their differences with a
Laban-based questionnaire [38], [60].

A. Architectural context

Our study was conducted in a real office located on our uni-
versity campus. As illustrated in Figure 1, this office provided
ample space (36m2) to host two work desks and a resting
area, with a single entrance and two additional doors leading
to storage rooms. Two large southwest-facing windows and a
high ceiling allow for abundant natural light and offer expan-
sive views of the surroundings. The combination of traditional
European architectural features with minimalist furniture and
visible technical elements together creates a postmodern yet
cosy atmosphere. We arranged two work desks and a resting
area at three distinct corners of the room, allowing occupants
in any area to enjoy the window views while leaving sufficient
space for the partition to be manoeuvred in between.

B. Technical implementation

Within the study office, we deployed a robotic partition as
shown in Figure 1. Measuring 180x210x28cm, it was large
enough to obstruct the view from a work desk to other areas
of the office, while still being able to move freely without
collision. To enable experts to comfortably manoeuvre the
partition, the robotic wheels were deactivated. However, the

TABLE I
THE SIX ROBOTIC PARTITION INTENTS THAT WERE SHOWN TO EXPERTS

AS REFERENTS DURING GESTURE IMPROVISATION.

Purpose Urgency Intent referent

Informing Non-
urgent

I1 The partition informs the occupant that it will move to
cover the glare for them.

Informing Urgent I2 The partition informs the occupant that it will move
urgently to cover the glare for the other occupant.

Nudging Non-
urgent

I3 The partition suggests the occupant relocate to the resting
area to read, but only if they want to.

Nudging Urgent I4 The partition suggests the occupant move outside ur-
gently for their phone call to avoid disturbing the other
occupant.

Control: Availability I5 The partition is available for any occupant to use.
Control: Uncertainty I6 The partition is unsure where to move to.

weight of the acoustic panels still introduced a realistic level
of resistance onto these wheels, ensuring that the physical
constraints were accounted for during gesture improvisation.

We implemented a customised motion-tracking system to
capture improvised gestures. The hardware setup included two
Vive1 Base Stations, each mounted at a height of 2.5m in
opposite corners of the office, and a Vive Tracker affixed to the
top of the partition at 1.9m, ensuring its continuous visibility.
Developed for tracking gestures of virtual reality users, this
system offers precise capturing of improvised gestures with
an accuracy of up to 7mm [66]. We implemented the tracking
system software on a computer on one of the desks, as shown
in Figure 1. A Python script continuously logged the tracker
position and orientation every 2 milliseconds. A Grassopper2

script streamed the data to visualise the gesture in real time.
We rendered this visualisation within a 3D model of the office
in Rhino3, displaying the gesture as if it were autonomously
performed by the partition. Another Grasshopper script then
enabled a side-by-side comparison of multiple gestures by
animating them on 2D-floor plans, as shown in Figure 1.

C. Gesture improvisation

1) Intents: We selected six intents (I1-6) as referents for the
gesture improvisation, as detailed in Table I, in which four are
based on two established HRI dimensions. The first dimension,
purpose, assessed the impact of robotic autonomy [67], where
the partition either informed the occupants of the reason for
its action or ‘nudged’ them to perform actions themselves. For
informing purposes, we selected covering glare from sunlight
as the reason (I1,2). Glare was not only an existing disturbance
in the selected office, but it also motivated workers to utilise
a partition in a previous study [27]. For nudging purposes,
we aimed to encourage an occupant to relocate (I3,4), as
we hypothesised this purpose might inspire experts to design
diversely different gestures. The second dimension, urgency,
assessed how experts would modify a similar gesture to convey
either urgent or non-urgent intent. To legitimise the sense of
urgency, we chose urgent intents as the partition informing or
nudging an occupant to assist the other occupant (I2,4), while
non-urgent intents aimed to assist an occupant directly (I1,3).

1Vive: https://www.vive.com/
2Grasshopper 3D: https://www.grasshopper3d.com/
3Rhino 3D: https://www.rhino3d.com/

https://www.vive.com/
https://www.grasshopper3d.com/
https://www.rhino3d.com/


Amplitude
The physical extent   The physical extent 
of the gesture is small   of the gesture is large

Intensity
The gesture requires    The gesture requires
substantial effort or energy  minimal effort or energy

Endurance
The gesture is sudden   The gesture is sustained

Directedness
The gesture unfolds freely  The gesture is anchored
without an anchored target  at a specific target 

Modifying
The gesture does not   The gesture highly
affect the spatial zone   affect the spatial zone

Connecting
The gesture highly connects   The gesture does not connect
different spatial zones   different spatial zones

Dividing
The gesture does not divide   The gesture highly divides
different spatial zones   different spatial zones

Compounding
The gesture involves   The gesture only involves 
multiple spatial areas   a single spatial area

Fig. 2. The questionnaire used to elicit experts in differentiating their own
designed gestures, with the order of measures randomised for each expert.

To better benchmark the two dimensions above, we included
two additional control intents (I5,6), not linked to purpose or
urgency but representing two typical robotic functionalities:
conveying availability versus uncertainty.

2) Measures: To capture how experts self-differentiate their
designed gestures, we developed a questionnaire consisting of
eight five-point Likert-type measures, as shown in Figure 2.
The first four measures were adapted from the Laban effort
dimensions [38] to capture the dynamic characteristics of a
gesture. These measures included amplitude (adapted from
Laban ‘space’), assessing the physical extent of the gesture; in-
tensity (from Laban ‘weight’), measuring the perceived energy
exerted by the gesture; endurance (from Laban ‘time’), eval-
uating the temporal rhythm of the gesture; and directedness
(from Laban ‘flow’), capturing whether the gesture unfolded
freely or was anchored towards a specific point. The other
four measures, based on prior studies of robotic partitions [24],
aimed to capture the spatial characteristics of a gesture. These
measures assessed how far the gesture modified the qualities of
a spatial area, divided or connected an area to another one, and
compounded multiple spatial areas as the gesture unfolded.

3) Recruitment: We employed purposive sampling [68] to
recruit participating experts, starting with emails sent indi-
vidually to those affiliated with our university, followed by a
snowball sampling [69] expanding through their networks. The
emails explained the study objectives, duration, location, and
the researchers’ contact details, with a personalised message
highlighting the relevance of the recipient’s expertise, and the
information that a 10 Euro donation would be made to a
university-affiliated charity on their behalf. Interested experts
were invited to register through an online form, providing
optional demographic details and selecting available time slots.

4) Procedure: At the beginning of a 1-hour design im-
provisation session, the participating expert was invited to
familiarise with the office space and the robotic partition by
observing a video of it autonomously moving in the same
space. After the expert signed an informed consent form, the
researcher explained the six intents. Each expert was tasked
with designing the gestures for these intents in a randomised
order. Each intent was illustrated on a printed sheet (included
in the Appendix), with the initial position of the partition in
an annotated floor plan, its targeted final position (for I1 and
I2), and a textual description identical to Table I. For each
intent, the researcher followed the instructions of the expert

to together manoeuvre the partition, while the motion-tracking
system recorded the gesture. If the expert struggled to ideate a
gesture, they were encouraged to bodystorm [70] it themselves
before translating to the partition. A movable spotlight could
be used to simulate glare at any time.

After each gesture was recorded, the expert reviewed its
animated 3D visualisation, from which they could choose to
re-improvise if needed. Throughout the improvisation session,
the researcher encouraged the expert to continuously reflect on
their design choices using the think-aloud method [71]. Once
all six gestures were recorded, the expert viewed their 2D
animations side-by-side in the same order that they designed
while completing a questionnaire for each gesture. For I1 and
I2, the researcher instructed the expert to focus on evaluating
the gesture conveying the informing or nudging intent, rather
than the required transition of the partition from its initial
to the targeted position. The session concluded with a semi-
structured interview, where the expert explained their design
reasoning, critiqued their designed gestures, and reflected on
how lay occupants might interpret the gestures.

D. Data acquisition and analysis

The collected data include experts’ questionnaire responses,
audio recordings of their design reasoning during improvi-
sations and interviews, recorded gestures from the motion-
tracking system, and observation notes. We applied the gesture
elicitation method to distil designed gestures into a core set of
unique gestural strategies, each representing distinct motions
aimed to convey specific meanings. Using open coding, one
author grouped gestures based on their similarities in motion
and design reasoning, resulting in 39 unique gestures. Through
axial coding, we further condensed these gestures into 20 ges-
tural strategies, as many gestures combined multiple strategies
to convey an intent. The coding process involved frequent
group discussions between two authors. For each strategy and
intent combination, we calculated an occurrence score based
on the frequency a strategy was designed for a given intent,
in proportion to the total number of strategies for that intent,
thus, higher scores indicating greater expert agreement.

To evaluate the dimensions of purpose and urgency, the
questionnaire results were categorised into five groups: ges-
tures of informing, nudging, non-urgent, urgent, and control
intents. With eight measures in the questionnaire, this cat-
egorisation resulted in 40 datasets. Following fair statistical
communication guidance [72], [73], we first used Cronbach’s
alpha to assess internal validity for five datasets in each
measure. We evaluated the normality of each dataset using
the Shapiro-Wilk test and Q-Q plots. As not all datasets were
normally distributed, we applied the non-parametric within-
subject pairwise Wilcoxon signed-rank test to compare their
differences. We statistically analyse the questionnaire results
rather than the motion-tracking data, as the questionnaire
responses more accurately captured design intentions of ex-
perts, whereas the manually-improvised gestures often lacked
precision in intended speed or trajectory. We transcribed the
audio to derive experts’ design reasoning, which we then



TABLE II
THE 20 GESTURAL STRATEGIES DESIGNED BY OUR EXPERTS AND
CATEGORISED BASED ON THEIR TYPES AND INTENDED INTENTS.

Gestural strategies Intent
Architectonic strategies

GA1 Directional corridor. Move to form a corridor-like path for the occu-
pant to follow

I3, I4

GA2 Welcoming space. Move to create a ‘welcoming space’ for the occupant
to follow

I3

GA3 Visual connection. Move away to open up the visual connection
between two occupants

I4, I6

GA4 Close impact. Move close to the occupant to show the biggest impact,
then move to the final position

I1

GA5 Midway pause. Move halfway to the intended position, pause to
highlight benefits for the occupant, then continue

I1

GA6 Slow reveal. Move slowly to the intended position to gradually reveal
the benefits to the occupant

I1

GA7 Block and open. Move to ‘close off’ the occupant, then ‘open up’ to
encourage them to exit

I4

Deictic strategies
GD1 Diagonal direction. Move to a diagonal position to show a direction

for the occupant
I1, I3,
I4

GD2 Width back-off. Move away orthogonally along the width to ‘back off’
from supporting the occupant

I2

GD3 Directional retreat. Move away orthogonally along the length to
indicate a direction for the occupant

I2

GD4 Length point. Linear oscillation along length as ‘pointing’ towards a
direction for the occupant

I3

GD5 Hinged point. Hinged rotational oscillation as ‘pointing’ towards a
direction for the occupant

I3, I4

Emblematic strategies
GE1 Custom position. Move to a particular position that occupants can

assign with a specific meaning
I1, I2,
I5, I6

GE2 Confused back-and-forth. Continuously move between two occupants
to convey uncertainty

I6

GE3 Confused head shake. Symmetrical rotational oscillation, like ‘shaking
head’, to convey uncertainty

I6

GE4 Confused look around. Continuous rotation, like ‘looking around’, to
convey uncertainty

I6

GE5 Length wave. Linear oscillation along length as ‘waving’ at the
occupant

I4, I5

GE6 Hinged wave. Hinged rotational oscillation as ‘waving’ at the occupant I3, I5
GE7 Symmetrical wave. Symmetrical rotational oscillation as ‘waving’ at

the occupant
I2, I4,
I5

GE8 Width step-up. Linear oscillation along width as ‘stepping up’ for the
occupant

I5

analysed following the six-phase method of reflexive thematic
analysis [74]. The familiarisation phase occurred as weekly
discussions between two authors before one author induc-
tively coded the transcript into 31 codes that foregrounded
main design considerations from experts. The seven identified
themes were iteratively reconsidered, split, and merged via
group discussions into four themes as reported in IV-C.

IV. RESULTS

We recruited 15 participating experts in animation (P01-3),
cinematography (P04-5), choreography (P06-7), scenography
(P08-9), architectural design (P10-12), and robotic develop-
ment (P13-15). As each expert designed six gestures, we
collected 90 total gestures (39 unique).

A. Gestural strategies

Through the gestural coding process, we distilled 20 core
gestural strategies as in Table II. We further categorised these
into three types: seven architectonic strategies that relied
entirely on the spatial impact of the partition, either through
its position (e.g., GA1-3) or spatial transformation unfolding
through its motion (e.g., GA4-7), to convey intents; five deictic
strategies that directed occupant attention to spatial areas via

anthropomorphic ‘pointing’ gestures, such as through a diag-
onal position (GD1), transition (GD2-3), or oscillatory motion
(GD4-5); and eight emblematic strategies, which employed
symbolic motions independent of spatial context, either self-
defined by the experts (GE1) or translated from emblematic
human gestures [75], such as ‘shaking head’ (GE3), ‘looking
around’ (GE4), or ‘waving’ (GE5-7).

As shown in Table II, our experts employed both architec-
tonic and deictic strategies for I1, because this intent required
directional or spatial cues, such as the partition gesturing a
direction toward the window (GD1) or demonstrating its glare-
blocking impact (GA4–6). For I2, experts primarily employed
emblematic and deictic strategies, as they believed the partition
should perform oscillatory gestures to capture attention (GE7),
but also indicate a direction toward the other occupant it would
move to support (GD2–3). All three strategies were used for
I3 and I4, as while some experts felt that emblematic ‘waving’
were sufficient to convey nudging intents (GE5–7), others
preferred clearly gesturing where the occupant should relocate
through architectonic (GA1-2) or deictic (GD4-5) strategies.
For I5 and I6, emblematic strategy dominated, as oscillatory,
stationary gestures were thought to communicate uncertainty
(GE2–4) or availability (GE8) without relying on spatial or
directional cues. As a result, GD1 (diagonal direction) has the
highest occurrence score for I1 (46.7%), I3 (25.0%), and I4
(40.9%), as all three intents required clear directional cues.
GE7 (symmetrical waving) was most commonly used for I2
(46.7%) to inform the occupant that the partition was about to
leave, while GE6 (hinged wave) and GE8 (width step-up) were
equally preferred for I5 (26.7%) to convey availability. For I6,
GE3 (confused head shake) was the most selected strategy
(40.0%) to convey uncertainty.

B. Questionnaire

After confirming reliable internal consistency across five
datasets in each measure using Cronbach’s alpha (with the
lowest alpha = 0.74), the Wilcoxon signed-rank tests revealed
that control gestures significantly differed from other gestures
on nearly every measure, likely because they were more
stationary, as evidenced in IV-A. As shown in Figure 3, our
experts rated informing gestures as having significantly larger
amplitudes than nudging gestures (p = 0.03); while nudging
gestures scored significantly higher than informing in terms of
connecting one spatial area to another (p = 0.02); and urgent
gestures were perceived as significantly more sudden than non-
urgent (p = 0.01). These results indicate: (1) nudging intents
tend to require gestures that stay close to the occupant while
offering clear spatial cues connecting them to other areas; and
(2) urgent intents tend to require quicker, more abrupt gestures.

C. Design reasoning

1) Gestural inspiration: Our experts reasoned that architec-
tonic gestures felt “natural" (P10) to convey intents (P04, P09,
P11) because occupants would “immediately notice any spatial
changes" (P04), such as when the partition created a corridor
(GA1) or a welcoming space (GA2). A blocking and opening
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Fig. 3. The questionnaire results of 15 experts evaluating their 90 designed gestures across eight measures. The gestures were categorised into five groups
based on the dimensions of purpose (informing versus nudging) and urgency (non-urgent versus urgent), along with control gestures.

gesture (GA7) was perceived as mimicking the “open of a
door" (P07) to encourage an occupant to “look towards and
enter" (P09). Some experts designed architectonic gestures
that relied on social cues, such as by letting the partition open
up the visual connection between two occupants (GA3) to
remind a phoning occupant of the disturbance they might be
causing to the other (P06, P08, P09). To convey informing
intents, experts believed architectonic gestures should leverage
situational cues, as the partition should gesture only when an
occupant is affected by glare (P06, P10, P15) or immediately
reposition to cover glare before performing other motions
(P05, P08, P13). Given the “orthogonal arrangement" of the
office layout (P08), some experts believed deictic gestures that
position the partition diagonally (GD1) could capture occupant
attention (P01) to guide their gaze (P04). A gradual linear
motion along the partition’s length (GD3) was interpreted
as encouraging occupants to relocate, as “people are uncon-
sciously inclined to follow a directional motion" (P06).

Other experts believed mimicking human emblematic ges-
tures would make the partition feel “less obtrusive" (P08) and
more “like a soft, living element" (P02). They chose subtle
oscillatory gestures (GE5, GE8) that mimicked “breathing,
like being alive" (P06) to indicate availability (P07, P09).
Some referenced sport-related motions like the split-jumps to
block a ball strike in tennis (P07, P15) while designing linear
oscillatory gestures (GE5) to convey glare-covering intents.
Rotational oscillatory gestures (GE2-14) were interpreted as
“confusion" (P01), “like a person shaking their head" (P10);
or as “waving" (P11) to attract attention (P14). Experts also
typically assigned the partition with a personality, imagining
it as a “nice" (P12), “calm" (P12), “friendly" (P02) robot,
which however should be “very self-aware, working to build
a relationship with the occupants’" (P01).

2) Gestural interactivity: To convey complex intents, ex-
perts designed ‘interaction sequences’ that combined multiple
gestural strategies, as shown in Figure 4, which would unfold
gradually based on the response of the occupant. A nudging
sequence (e.g. P08, P09, P15) often began with the partition
using an emblematic gesture to attract attention. It would then
indicate a direction with a deictic or architectonic gesture,
wait for the occupant to follow, and, if they chose not to
relocate, return to its original position after some time. For
informing intents, experts believed the partition should first
quickly cover the glare, then follow the changing angles of

sunlight to continuously protect the occupant (P06, P13). To
convey availability without disturbing occupants, 11 experts
suggested that the partition should perform subtle emblematic
gestures intermittently, such as by oscillating every fifteen
minutes (P07), half an hour (P10), at the start of the day (P09)
or only when being looked at (P11). The gesture should cease
if the partition remained unused after being noticed (P01).

To convey urgency, experts proposed that the partition could
employ faster speeds, larger trajectories, or more explicit
spatial directionality. Ten experts believed that “higher speed
intuitively signals urgency" (P13) because people are “sensitive
to changes in speed" (P05). Five experts preferred using
larger trajectories because bigger motions would better capture
attention (P05, P10) and provide stronger motivation: “I would
feel like I need to move to match the partition’s effort" (P15).
Three experts (P12, P13, P14) explained that by blocking the
access of a phoning occupant to the rest of the office while
directing them towards the exit, the partition would clearly
communicate the urgency to take the call outside.

3) Gestural understandability: To improve gesture under-
standability, 13 experts developed consistent ‘gestural vocabu-
laries’, often assigning emblematic gestures to specific intents.
When asked if occupants would appreciate this approach,
experts likened it to learning “how to use a new robot" (P13),
“the culture of a new country" (P10), or “the dynamics of
a new office" (P01). However, they reflected that unfamiliar
occupants might face a “learning curve" (P04) in “gasping
the language of the [partition]" (P05), potentially requiring
“a training session" (P13) or “a handbook" (P12). Five ex-
perts emphasised that anthropomorphic-inspired emblematic
gestures like ‘shaking head’ or ‘waving’ might be interpreted
differently depending on cultures (P10) or communities (P07).

To ensure that occupants would not interpret gestures in-
tended for another as for them, five experts suggested that
gestures should occur closer to the intended occupant (P10),
always orient the larger side of the partition towards them
to mimic how people face each other during conversations
(P13), and involve smaller trajectories (P14, P15). To prevent
occupants from mistaking gestures as robotic errors, three
experts emphasised that they should be executed “decisively"
(P10) with “smooth" (P01) or “efficient" (P11) trajectories.

4) Gestural requirement: All experts acknowledged that
any gesture could inadvertently distract occupants, particularly
if it lasts for too long (n = 4), has a higher speed (n = 3)
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Fig. 4. The three gestural strategies that were most frequently designed for each of the six intents (see Table I), together with their occurrence scores (%),
showing how ‘nudging’ intents often required gestural sequences that combined multiple gestural strategies (see Table II) more than other intents.

or a larger trajectory (n = 8), comes too close to an occupant
(n = 4), obstructs their view (n = 2), or blocks their access
(n = 2). They thus proposed that a gesture should only
occur when necessary, such as when its benefit outweighs the
distraction it might cause (P01, P11), or when it is useful
enough to justify disrupting work activities (P02, P09, P11).

Four experts noted that any gesture should prioritise office
safety by ensuring that it does not block exits (P07, P15) or
slows down when moving through circulation areas (P14).
However, they reflected that these safety measures might
hinder understandability. Ten experts highlighted that some
gestures might only be feasible in the given office, where there
is sufficient space and fewer occupants. While architectonic
gestures may require an open space for manoeuvre (P01, P07,
P04, P05, P13), deictic and emblematic gestures need to be
visible to all occupants to capture attention (P05, P12, P13).

V. DISCUSSION

A. Eliciting robotic gestures through co-design improvisation

Our findings demonstrate how our systematic methodology
enabled the identification and benchmarking of diverse ges-
tural strategies. Through co-design with experts [51] in archi-
tecture, motion design, and robotics, we captured multifaceted
insights on robotic partition gestures, including not only their
spatial impact, the temporal narrative of how they should
gradually unfold, but also their compatibility with particular
robotic kinematics. Through design improvisation [34], [35],
experts were able to bodystorm, evaluate, and refine their
gestures while providing real-time reasoning to support later
thematic analysis. The architectural intents, acting as referents
of the gesture elicitation method [30], familiarised experts with

more abstract purpose and urgency, while the questionnaire
inspired by the Laban efforts [38] prompted them to evaluate
gestures on both dynamic and spatial aspects.

We reflect that the success of this methodology, however,
depended on several factors. First, the architectural context for
design improvisation needed to be carefully setup to ensure
ecological validity, providing consistent, precise spatial cues
for designing gestures. In our study, these cues included subtle
details like sunlight intensity, glare direction, or visibility
between desks. Second, experts might require sufficient famil-
iarity with the robotic furniture to design technically feasible
gestures, which was achieved in our study through a video
introduction and hands-on experience manoeuvring the inac-
tive robotic partition. Third, the questionnaire terminologies
needed to be interpretable across disciplines, as our choreog-
raphy experts readily understood the Laban-based measures,
while architecture experts found the spatial measures more
familiar. Lastly, the personal perception of experts on the
robotic furniture might have influenced their designs, as while
some of our experts asserted the nudging intents as benefi-
cial, others opposed overt robotic autonomy in workplaces,
choosing gestures with less explicit autonomy. While we were
able to encourage opposing experts to still design gestures for
these intents, future studies could benefit from a questionnaire
assessing initial trust perception [76] of experts on the robotic
furniture to gain deeper insights into their design choices.

B. Architectonic gestures for robotic furniture

Our findings identified a design space encompassing three
strategies used by experts to design robotic partition gestures,
each employing a distinct semiotic approach [39]. As shown in
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the spatial impact of the partition to convey intent, semiotically distinguishing
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Figure 5, architectonic strategy referenced the spatial impact
of the partition itself in an indexical way to convey spatially-
related intents; while deictic strategy iconographically mimics
anthropomorphic ‘pointing’; and emblematic strategy required
occupants in knowing a symbolic ‘gestural vocabulary’ to
grasp their intents. While deictic and emblematic gestural
strategies were well-documented in HRI [77]–[79], our study
introduced architectonic strategy as a novel approach. Our
experts believed that simple repositioning of the partition
could provide sufficient cues to inform or nudge occupants by
spatially adjusting the directionality (GA1), visibility (GA3),
or accessibility (GA7) of their surroundings; or even by lever-
aging surrounding contextual cues in a potentially intuitive
way, such as to (dis)align the partition with the office layout
or to time its gesture based on environmental changes.

The choice of our experts in designing non-repetitive, grad-
ual, and thus less dynamic architectonic gestures was likely
influenced by the office context and the partition dimensions.
In a quiet, focused office, experts felt the partition should
function more like a background element, leading to a resis-
tance to more dynamic gestures. This resistance was amplified
by its large dimensions, which could evoke unease or even a
sense of danger if it moved too quickly or changed direction
abruptly. Given that any furniture robot, whose morphology
suggests furniture functionality, might be similarly perceived
as a background element, we propose that their gestures could
also be designed using the architectonic strategy to enable a
seamless transition from static furniture to mobile robot.

C. How to convey intent and urgency

Because our experts perceived a trade-off between in-
trusiveness and understandability across the three gestural
strategies, they recommended selecting or combining them
to convey intents sufficiently. Specifically, experts reflected
that emblematic gestures could captured attention but lacked
spatial clarity; architectonic gestures offered spatial cues but
risked ‘over-interpretation’, with occupants attributing intent
to any spatial configuration; and deictic gestures combined
spatial clarity with attention-grabbing motions, but tended to
amplify intrusiveness. Some experts thus suggested combining
different gestural strategies in an ‘interaction sequence’ that
would unfold gradually based on occupant response. We there-
fore propose future research to evaluate the hypotheses of our
experts, on whether intrusiveness and understandability could
be balanced by alternating or combining gestural strategies.

To convey a sense of urgency, our experts proposed that a
particular gesture could be intensified along one of the three
Laban efforts [38], such as by increasing tempo (endurance),
expanding trajectory (amplitude), or exerting more explicit
spatial directionality (directedness). This approach differs with
previous HRI findings in two ways. First, while shorter trajec-
tories of mobile robots were often perceived as more urgent
due to their efficiency [60], [61], our experts felt the partition
conveyed urgency through larger trajectories. This was because
such trajectories would create more noticeable spatial changes,
prompting occupants to act quickly to restore the office to its
original state. Second, while Laban efforts have predominantly
been used to decode robotic motion paths [63], [64], [80],
our findings suggest that they can also differentiate the spatial
transformations created by these motions. We propose that this
shift in interpretation, from focusing only on robotic motion
to also its spatial impact, may provide a bridge between HRI
with HBI, potentially motivating a more seamless integration
of robots into everyday environments.

VI. CONCLUSION AND LIMITATIONS

Through a systematic methodology that combined estab-
lished mixed-method approaches - including co-design with
experts, design improvisation, gesture elicitation, and Laban
effort analysis - we captured a design space from multidisci-
plinary experts on robotic partition gestures to convey archi-
tectural intent. We identified architectonic gestural strategy as
a novel approach for robotic furniture to interact with humans,
leveraging its spatial impact to convey intent while enabling a
seamless transition from static background elements to mobile
robots. By emphasising that robotic furniture gestures should
be designed not only through their motion but also spatial im-
pact, our study contributes to bridging HRI with HBI research
in general and architectural design in particular. However,
since our study involved only experts, future research should
validate how lay occupants actually perceive these gestural
strategies and explore whether gestural intrusiveness and un-
derstandability could be balanced by alternating or combining
them. The large scale of our partition and the quiet office
setting may have favoured subtle architectonic gestures that
could be ineffective for smaller robots in busier environments.
Therefore, future studies should scope the applicability of
architectonic gestures across different robots and contexts.
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