Designing Effective Consent Mechanisms for Spontaneous
Interactions in Augmented Reality

Maximiliane Windl Petra Zsofia Laboda Sven Mayer
LMU Munich LMU Munich LMU Munich
Munich, Germany Munich, Germany Munich, Germany
Munich Center for Machine Learning labodapetra@gmail.com info@sven-mayer.com

(MCML)
Munich, Germany
maximiliane.windl@ifi.lmu.de

Figure 1: Expert interviewees suggested consent mechanisms for spontaneous AR interactions: a) a privacy belt; b) privacy
sliders and buttons; c) a companion device to retrieve a privacy dashboard; d) data icons in the user’s field of view.

Abstract

Ubiquitous computing devices like Augmented Reality (AR) glasses
allow countless spontaneous interactions - all serving different
goals. AR devices rely on data transfer to personalize recommen-
dations and adapt to the user. Today’s consent mechanisms, such
as privacy policies, are suitable for long-lasting interactions; how-
ever, how users can consent to fast, spontaneous interactions is
unclear. We first conducted two focus groups (N=17) to identify
privacy-relevant scenarios in AR. We then conducted expert inter-
views (N=11) with co-design activities to establish effective consent
mechanisms. Based on that, we contribute (1) a validated scenario
taxonomy to define privacy-relevant AR interaction scenarios, (2)
a flowchart to decide on the type of mechanisms considering con-
textual factors, (3) a design continuum and design aspects chart to
create the mechanisms, and (4) a trade-off and prediction chart to
evaluate the mechanism. Thus, we contribute a conceptual frame-
work fostering a privacy-preserving future with AR.

CCS Concepts

« Security and privacy — Usability in security and privacy; «
Human-centered computing — Human computer interaction
(HCI).
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1 Introduction

Researchers and lawmakers have long focused on communicating
privacy information as they recognize the need to protect users
when sensitive data gets processed and stored. Until today, dis-
closing comprehensive privacy information is still primarily done
through privacy policies, even though research agrees that they
lack effectiveness [31, 32, 36, 38]. One of their biggest problems is
their length [16, 31, 36] and already today, users are reluctant to
invest this time [36]. Thus, for cases where the interactions only
take a split second, such as checking the heart rate or weather on
a smartwatch, users are certainly unwilling to read a multi-page
policy. Spontaneous interactions are characterized by a particularly
short interaction duration and frequent repetitions. Here, the time
to engage with the privacy information would easily exceed the
interaction time. In addition, most ubiquitous devices would require
a second device to access this textual privacy information, reinforc-
ing another privacy policy problem - the missing but required link
between the text and the interaction. Yet, context is one key factor
in making privacy information more understandable [54].
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This problem is expected to worsen as AR glasses become widely
adopted. AR glasses will stimulate thousands of spontaneous inter-
actions per day. As they are equipped with microphones and cam-
eras, they greatly threaten users’ privacy, often remaining “always
on” while pointing toward people without requiring affirmative ac-
tivation. This passive, continuous data collection heightens privacy
concerns, as AR interactions are far more contextually embedded
than traditional devices. Privacy concerns surrounding AR devices
date back to models like Google Glass [17]. Today, with newer mod-
els such as Ray-Ban Meta smart glasses and portable XR devices
like the Oculus Quest and Apple Vision Pro, these issues are becom-
ing increasingly relevant as AR blends seamlessly into daily life.
Prior work identified privacy concerns in AR, such as the extensive
and continuous data collection [15], which systems can combine to
infer more sensitive information [3, 8, 29]. Researchers have devel-
oped various consent mechanisms to address these issues. These
include mechanisms where users actively grant or deny consent
for data collection [25, 48] and systems that rely on user-defined
preferences to determine appropriate data collection [30, 52]. Yet,
it is unclear which mechanisms are most effective. Moreover, we
lack an encompassing understanding of which mechanisms fulfill
the unique requirements of spontaneous AR interaction scenarios,
i.e., are quick and require little user effort while ensuring effective
data protection.

This work investigates how effective privacy consent for spon-
taneous AR interactions can be realized. We first conducted two
focus groups (N=17) to understand when and how spontaneous
interaction scenarios with AR glasses leverage private informa-
tion. Based on these findings, we constructed a scenario taxonomy.
We then conducted in-depth interviews and co-design activities
with privacy experts (N=11) to validate the taxonomy and establish
effective consent mechanisms. Through these studies, we gained
an understanding of privacy-relevant spontaneous interaction sce-
narios and the specific properties that determine the suitability
of consent mechanisms. Based on our insights, we constructed a
four-step framework that enables the design of effective consent
mechanisms for such interactions.

This work makes the following key contributions. We provide
(1) a validated scenario taxonomy to understand privacy-relevant
AR interaction scenarios, (2) a flowchart to decide on the type of
consent mechanisms while taking into account a situation’s con-
textual factors, (3) a design continuum and design aspects chart to
design and optimize the mechanisms, and (4) a trade-off panel and
prediction chart to evaluate the mechanism in terms of (expected)
user effort and comfort. Together, the tools form a framework for
designing effective consent mechanisms for spontaneous AR inter-
action scenarios. The tools are designed to fit into the four phases
of the User-Centered Design (UCD) process.

2 Related Work

We first present prior work on privacy concerns in AR and control
mechanisms to mitigate these concerns. We then summarize prior
work and point out the research gap we address with this paper.
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2.1 AR Privacy Concerns

Prior research highlights that continuous recordings via AR glasses
pose significant surveillance challenges [29, 43, 44]. These record-
ings extend beyond the primary user to include the physical en-
vironment and bystanders [10, 44]. Reflective surfaces of virtual
objects further amplify privacy risks by exposing sensitive informa-
tion from the real world, such as driver’s licenses or credit cards [56].
Additionally, Roesner et al. [43] identified legal issues, including the
unintentional capture of copyrighted material, which may violate
intellectual property rights [43].

By investigating concerns about data types exceeding the con-
temporary technological capabilities of AR glasses, Gallardo et al.
[15] found that users considered the collection of location, body
temperature, heart rate, and movement acceptable, probably be-
cause they represent familiar practices from devices like smart-
phones and smartwatches [15]. In contrast, participants were un-
comfortable with the collection of private conversations or activ-
ities, brain wave data and associated visual information, and em-
ployers monitoring employees. By combining data, it is possible
to reveal even more private information. For example, researchers
showed that combining video and audio content with biometric
and character-specific attributes can enable conclusions about the
individual [15]. Moreover, conversations can reveal relationships,
and the specific conversation content can even impose social or
legal consequences [15]. By associating visual information with
time and location, researchers demonstrated that it is possible to
determine preferences and habits [3, 8, 29]. Combining biometric
data, voiceprints, and facial images facilitates identifying people in
digital and physical environments [15]. In this context, the ability
of AR technology to interpret facial expressions, gestures, and voice
and monitor combined with biometric data, can reveal emotional
states, thoughts, and feelings [3, 29]. Moreover, psychological and
physiological data derived from biometric data enables predict-
ing behavioral patterns [29], which can then be used to compile
profiles of individuals [8]. Gallardo et al. [15] examined users’ atti-
tudes toward secondary usage of their information in the context
of speculative consumer-grade AR glasses and found that users
are skeptical toward the glasses’ companies, employers, healthcare
data recipients, insurance providers, and advertisers.

Research also identified contextual factors that impact privacy
concerns, such as the location. While users considered using AR
in private areas such as bathrooms or bedrooms too intimate and so-
cially unacceptable, they were more comfortable in public spaces [12,
15]. Chung et al. [5] explained that in public environments such
as professional meetings or classrooms, users expect appropriate
behavior from other parties and associate it with fewer privacy
incidents. Furthermore, consumers were more likely to accept AR
glasses if they perceived them as a work-related tool [26]. People’s
relationships were another crucial factor in terms of technology
acceptance [12]: There is a bond of trust with family members or
friends, even if they wear AR glasses [5]. However, with strangers,
the secondary users must understand the intentions of the person
interacting to feel comfortable [5]. Similarly, Denning et al. [12]
explained that bystanders’ acceptance of AR recordings depends on
what they are doing, how they behave at the moment of recording,
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and the context of the future data release. Here, transparency re-
duces privacy concerns, as it is crucial for users to understand the
device owner’s monitoring and data processing actions [26]. More-
over, Gallardo et al. [15] suggested that the higher the emotional
attachment to the device user, the more they avoid collecting sensi-
tive data. Finally, Profita et al. [39] and Ahmed et al. [2] found that
people generally accept assistive AR technologies, particularly in
scenarios where fundamental demographic information or visually
perceptible details are shared with people with visual impairments.

2.2 Privacy Control Mechanisms for AR

Previous research has introduced various control mechanisms to
address privacy concerns. For example, Rajaram et al. [40] devel-
oped a storyboarding tool to help designers identify and mitigate
privacy and security violations during the early stages of AR applica-
tion development. This tool supports the exploration of mitigation
strategies and interaction techniques to prevent privacy violations.
Researchers have also introduced various concrete mechanisms,
many of which rely on active user involvement. For instance, Jana
et al. [20] proposed a protection mechanism that enables users
to monitor information flows and actively grant or revoke per-
missions as needed. Hu et al. [19] introduced MagicCloth, a cloth
with a unique pattern to overlay privacy-sensitive objects indoors.
When users cover items with it, the object gets replaced with vir-
tual content adapted to its shape and size [19]. Further, the Markit
Framework regulates the recording of sensitive information and ob-
jects in the environment through defined symbols and gestures [41].
Users can draw a rectangle around the information they want to
protect, which then gets masked in real time. Roesner et al. [45]
experimented with world-based access control, permitting objects,
spaces, and individuals within the real world to communicate ex-
plicit guidelines through privacy passports [45]. An example is a
privacy passport attached to a changing room that forbids video
and audio recording: after scanning the pass, the camera and mi-
crophone get deactivated [45]. To address reflection-based privacy
violations, Zhao et al. [56] developed mechanisms that modify the
surface properties of reflective objects, for example, by increasing
surface roughness. Other studies have explored the use of gestures
or wearable tags to facilitate opt-in or opt-out decisions for data
collection [25, 49]. While establishing representative gestures for
these processes appears feasible, their practical implementation is
hindered by ambiguity and the risk of misinterpretation [25].
Other mechanisms require less user involvement and implement
privacy decisions (semi-)automatically. PlaceAvoider [52] allows
users to define sensitive environments, such as bathrooms, where
data collection is prohibited. It analyzes captured images, catego-
rizes their content, and enforces user-defined preferences by block-
ing the release of prohibited data. Jana et al. [21] introduced Darkly,
a protection layer that safeguards sensor data by converting it into
abstract formats, preventing access by untrusted third-party ap-
plications. Similarly, PrivacyManager considers contextual factors,
such as location, to restrict functionalities when it detects violations
of predefined configurations [30]. Jensen et al. [22] and Hu et al.
[18] disconnected the collection of camera images on the device
from internet communication and denied uploading sensitive infor-
mation to the network without user consent. In this context, Hu
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etal. [18] provided users with an interface to review data exchanges
to actively control which visual data can enter the web. Cardea al-
lowed users to apply privacy profiles to identify sensitive contextual
factors of interactions and prohibit their recording [48]. As a further
functionality of Cardea, bystanders can accept and reject real-time
AR monitoring through gestures, whereby a refusal initiates the
system to blur their faces [48]. Similarly, BystandAR [9] used eye
and voice tracking to recognize the presence of bystanders and
employ facial masking [9]. Alternatively, Ye et al. [55] developed
negative face blurring, where users can train the system to identify
specified faces as familiar identities and blur unfamiliar profiles.
Erebus enables developers to translate fine-grained rules for sensor
data into app-specific behavior policies [24]. It also provides users
with customization options to modify predefined authorizations.

2.3 Summary and Research Gap

Prior work has highlighted various privacy concerns users face
in AR environments, including the extensive data collection [15],
which can be combined to infer private information [3, 8, 15, 29].
Additionally, studies have identified contextual factors that influ-
ence concerns [5, 12, 26]. Prior work created control mechanisms
to mitigate these concerns, including gestures to allow or deny data
collection [25, 48], methods to mark physical objects to prevent their
recording in AR [19, 41], preference-based approaches that let users
designate areas or information to remain private [30, 48, 52], and
algorithms to obscure or abstract sensor data [9, 21, 55]. Yet, which
mechanisms are most effective and best suited for specific situations
is unclear. Moreover, as AR devices blend into daily life, interactions
will become ubiquitous and seamless. Yet, what characteristics con-
sent mechanisms must fulfill to satisfy the requirements of such
spontaneous interactions is also unclear. This paper investigates how
effective privacy consent for spontaneous AR interactions can be re-
alized through the following two research questions. RQ1: How and
under what conditions do spontaneous AR interactions leverage
private information? RQ2: How can privacy consent mechanisms
be designed to be effective and suitable for spontaneous, seamless
interactions in everyday AR environments?

3 Understanding Privacy-Relevant AR
Scenarios

We first aim to understand when and how spontaneous interactions
leverage private information (RQ1). Therefore, we conducted two
focus groups with a total of 17 participants to understand the char-
acteristics of spontaneous AR interaction scenarios. We provide the
full focus group study guideline in the supplemental material. We
obtained ethics approval in accordance with our local regulations.

3.1 Participants

As we aimed to recruit participants with prior AR experience, dif-
ferent cultural backgrounds, and expertise, we used a pre-screening
questionnaire, see Appendix Section A.1.3. We distributed the ques-
tionnaire and respective study call over the university’s mailing
list!. Of the 17 participants (6 men and 11 women), most had used
AR 1-3 times (N = 8), 5 had used it 4-7 times, two more than 7

!Mails sent over the mailing list go out to all university employees and affiliates,
ranging from facility managers to professors.
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times, and only two never before. Their ages ranged from 21 to
41 years (M = 26, SD = 5.74). A detailed overview of participants’
demographics and expertise is presented in Table 1.

3.2 Procedure

We conducted two separate focus groups (see Table 1) on different
days in one of our institution’s meeting rooms. The same researcher
conducted both sessions in English. After welcoming the partici-
pants, we asked them to complete an informed consent form and a
demographic questionnaire. The sessions began with brief introduc-
tions, followed by an initial discussion of participants’ experiences
with AR, where they shared their prior exposure to the technology
and their general attitudes toward it. We then familiarized the par-
ticipants with the focus group’s context through a presentation. For
this, we painted a picture of a hypothetical future with AR, where
people use AR glasses every day. We also defined spontaneous in-
teractions with specific examples (see Appendix Section A.1.1) and
familiarized the participants with the sensing capabilities of AR
glasses (see Appendix Section A.1.2). Through this, we wanted to
motivate participants to consider a broad spectrum of possibilities
instead of limiting themselves to cameras and microphones.

In both focus groups (see Table 1), we grouped participants into
pairs (with one group of three in Focus Group 1 due to an uneven
number of participants) to discuss their views on data management
in AR interaction scenarios. We encouraged them to broaden the
discussion to include privacy-sensitive, emerging, and speculative
data types, data actors (i.e., third parties involved in collecting, re-
ceiving, processing, or transferring user data [15]), and different
target entities for data collection (e.g., primary users, bystanders, or
secondary users). After they shared their insights, we introduced
our curated list of privacy-sensitive data types, including specula-
tive examples such as brainwave measurements (see Section 8).

To introduce the focus groups’ speculative creation process, we
contrasted an example of a car rental process, once using a standard
smartphone and once using hypothetical AR glasses. We stressed
that automated processes entail enhanced data gathering and pro-
cessing, increasing the risk of data misuse. Then, we invited the
participants to create interaction scenarios by describing a user jour-
ney. Here, we randomly assigned each pair to one of the following
contexts to generate diverse examples: (A) Travel and Transportation,
(B) Retail and Shopping, (C) Healthcare and Wellness, (D) Education
and Learning, (E) Home and Living, (F) Work and Productivity, (G)
Entertainment and Leisure, (H) Social Interactions, () Safety and Se-
curity, and (K) Environmental and Sustainability. We handed them
a template, where they had to define the user’s goal, describe the
interaction steps, and list all personal data the AR glasses captured.

After the teams presented their scenarios, we analyzed each from
a data protection perspective and explored their potential impact
on everyday life. We concluded by compensating them with €20
for attending the two-hour session.

3.3 Data Analysis

We recorded 124 minutes of audio data in the first and 122 minutes
in the second focus group. We transcribed the focus groups using a
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locally hosted instance of Whisper? and performed Thematic Analy-
sis [4] using Atlas.ti (v. 24.1.1). First, two researchers independently
coded 20% of the data. We then met to discuss the preliminary codes,
clarify ambiguities, and define an initial codebook. Afterward, we
divided the remaining statements among two researchers for cod-
ing. A third researcher joined in the final iteration round to identify
code groups. We repeatedly discussed and revised all themes by
comparing the coded segments across the groups. We provide the
codebook as supplementary material.

3.4 Results: AR Interaction Scenarios

We identified three key aspects of AR interaction scenarios: (1) the
purpose for which users engage with the device (User Needs), (2) the
methods by which data is transferred (Data Transfer), and (3) the
types of data being utilized (Personal Data). These aspects are con-
solidated into the scenario taxonomy (see Figure 2), which serves as
a framework for defining privacy-relevant AR interaction scenarios.
Each scenario begins with a context in which users employ AR
glasses to address one or more User Needs. To fulfill these needs, the
device performs Data Transfers, often repetitive in nature, resulting
in extensive Personal Data usage throughout the scenario.

3.4.1 User Needs. We identified ten user needs. The first is As-
sistance in Decision-Making. Here, AR glasses present users with
personal recommendations based on situational factors so that “it’s
easier for [the users] to decide what [service or product] [they] want
to choose” (P15). Augmented Perception describes augmentations to
expand their perception of the environment. Participants cited ex-
amples of movie theater or concert visits, where visual and auditory
stimuli could get suppressed so that the visitor has the feeling of be-
ing “alone in the concert for one song” (P14). Automation of Everyday
Tasks describes situations where AR glasses automate routines and
administrative processes. Participants discussed automated order-
ing and purchasing processes (P2 - P4, P6, P7, P11, P12, P14, P15) or
the automatic creation of personal calendar events (P1, P5 - P7, P11,
P12, P17). Health Monitoring and Treatment Management describes
situations where AR glasses help to control health metrics. For
example, they assist in selecting food items (P8, P12) or record con-
versations at the doctor’s office (P1). Control of Connected Devices
refers to using AR glasses to interact with and control networked
systems, automating tasks such as connecting AR glasses to smart
home devices to assist with activities like cooking (P2). Learning
Support and Enhanced Effectiveness refers to scenarios where AR
glasses assist users in acquiring new skills or improving task per-
formance. For example, they can display augmented overlays with
step-by-step instructions for tasks like first aid (P13) or cooking (P2).
Additionally, AR glasses can modify the visual environment to en-
hance focus or alleviate stress (P3). Improvement of Communication
refers to the use of AR glasses to bridge communication gaps in
everyday interactions, such as facilitating conversations with deaf
or hard of hearing individuals (P12, P13) or recognizing gestures
and facial expressions to bridge cultural differences (P13). Intuitive
Navigation encompasses scenarios where users are guided to spe-
cific locations in real-time through overlay markers (P1, P5, P7, P11,
P12, P14, P15). Rapid Identification Procedures describe the need for

Zhttps://openai.com/index/whisper/
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Table 1: Focus group participants’ demographics: their country of birth, age, gender, education, profession, and AR experience.

PID Birth Country Age Gender Education Occupation AR Experience
P1  Russia 23 Female  B.A. Sociology with Political Science Student 1-3 times
P2 China 25  Male M.Sc. Epidemiology Student 4-7 times
';_ P3  Germany 29  Male M.Sc. Computer Science Student No experience
3 P4  Germany 41 Male LL.B. Law Student 1-3 times
3 P5  Russia 24  Female  B.A. Sociology with Computer Science Student 1-3 times
3 P6  USA 25  Female  M.Sc. Human-Computer Interaction Student 4-7 times
E P7  Germany 23 Female  M.Sc. Human-Computer Interaction Student No experience
P8  Germany 26  Female  M.Sc. Computer Science Student 4-7 times
P9  Turkey 25  Female  M.Sc. Computer Science Student 7+ times
P10 Germany 24  Female  M.Sc. Human-Computer Interaction Student 7+ times
: P11  Germany 24  Male M.Sc. Human-Computer Interaction Student 4-7 times
2 P12 Italy 23 Male M.Sc. Statistics Student 4-7 times
3 P13 Germany 23 Female  M.Sc. Computer Science Student 1-3 times
2 P14 Germany 22 Male M.Sc. Computer Science Student 1-3 times
E P15 Germany 23  Female  M.Sc. Human Factors Engineering Student 1-3 times
P16  Australia 41  Female  M.A. Cultural Anthropology Office Manager  1-3 times
P17  Bulgaria 21 Female  B.Sc.Psychology Student 1-3 times

automated authentication processes, for instance, to grant quicker
admission to events or access to buildings (P7). Finally, Rapid In-
formation Access and Retrieval involves the use of AR to provide
direct and selective information displays within the user’s field of
view (P1 - P8, P10, P12 - P17).

3.4.2 Data Transfer. We identified data transfer stages by system-
atically analyzing interaction patterns that describe how data is
recorded, processed, and transferred to external systems or devices.
Data Collection refers to the initial recording of data, such as bio-
metric identifiers (P7, P11, P15), location data (P5, P6, P7, P11, P15),
or physiological measurements (P3, P14, P15). The second stage,
Data Processing, involves operations performed on the recorded
data, such as object identification (P10), gesture interpretation (P7,
P13), or generating a navigation map from location data (P11, P15).
Finally, Data Transfer refers to transmitting personal information
to external services or devices, playing a critical role in tasks like
payment or booking procedures (P2, P5, P7, P11). These three stages
build on one another, forming a sequence in data management for
AR applications. However, some scenarios omit the Data Transfer
stage when the recorded data remains on the user’s device.

3.4.3  Personal Data. Our participants identified 20 categories of
personal data types, as shown in Figure 2. Some of these data types
are interrelated; for instance, visual recordings can also capture
location or activity data. Personal Characteristics include attributes
such as gender identity, age, or sexuality, a term we adopted from
O’Hagan et al. [37]. Outdoor/Indoor Spaces refers to environmental
data, such as private or public spaces the user visits. Disorders can
be detected through physiological data (P3) or revealed during
medical consultations (P1, P2). Lastly, Personal Developments covers
activities and data related to skill-building and human capital, such
as users’ learning progress (P3, P4, P10, P11).

Table 2: The detailed demographics of the experts. Residency
(Res.) abbreviations according to ISO 3166-1.

EID Age Gen. Res. Birth Edu. Exp. Sector
E1l 29 M DEU  Europe M.Sc. 3y Academia
E2 34 M DEU  Europe PhD. 4y Academia
E3 37 M CAN  Europe PhD. 8y Industry
E4 28 M DEU Europe M.Sc. 1y Academia
E5 29 M DEU  Europe M.Sc. 3y Academia
E6 29 M CHE Europe PhD. 5y Academia
E7 27 F DEU  Europe M.Sc. 1y Academia
E8 27 M DEU Europe M.Sc. 1.5y  Academia
E9 36 F DEU  Africa PhD. 4y Academia
E10 33 M DEU Asia PhD. 5y Academia
E11 32 F DEU  Europe M.Sc. 5y Academia

4 Designing Consent Mechanisms for
Spontaneous Interactions

We conducted semi-structured interviews and design activities with
experts to validate the scenario taxonomy and develop consent
mechanisms for spontaneous AR interaction scenarios (RQ2). The
full interview guideline is available in the supplementary material.
We obtained ethics approval in compliance with local regulations.

4.1 Participants

We used snowball sampling to recruit participants, enabling us to
reach a specialized group of experts in privacy and AR. To qualify,
participants needed to meet two criteria: 1) self-identify as privacy
experts, and 2) either hold or pursue a Ph.D. in a privacy-related
field. Moreover, we invited prospective participants to complete an
online survey to validate their expertise, see Appendix Section A.2.1.
We asked participants to self-assess their experience in eleven areas
on a 5-point agree-disagree scale, see Table 3.
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Figure 2: A scenario taxonomy for generating speculative privacy-sensitive AR interaction scenarios through the identified
dimensions: User Needs, Data Transfer, and Personal Data. User Needs covers various AR applications such as decision-making
or task automation. Data Transfer outlines stages of data flow, including data capture, processing, and transfer. Personal Data
examines types of data involved, from default sensory data to inferred information. The elements marked with a * were
adjusted in response to the expert interviews. We describe these adjustments in detail in Section 5.1.

We recruited eleven experts (see Table 2), comprising three
women and eight men, aged 27 to 37 years (M = 31, SD = 3.41).
Most experts (N = 9) were born in Europe, with one from Africa
and one from Asia. Despite this diversity, the majority (N = 9)
currently resided in Germany, while one lived in Canada and one
in Switzerland. Ten experts worked in academia, and one worked
in industry. Their experience in privacy-related roles ranged from
one to eight years (M = 3.7, SD = 2).

4.2 Interview Protocol

Before the interview, we emailed our participants an informed con-
sent form and a link to a demographic questionnaire. We conducted
the interviews in person or via Zoom and structured the interview
into two blocks, with the second block containing sketching tasks.

When remote, we asked participants to show their sketches to the
camera and send us a photo of the sketch after the interview.

In the first part, we aimed at discussing and validating the sce-
nario taxonomy. For that, we familiarized our experts with the
vision of everyday integrated AR glasses (i.e., a future where users
accomplish their daily tasks and goals with the help of AR). Since
we focus on the device user, we instructed the experts to disregard
the bystander perspective. Furthermore, as the core of this study
was spontaneous interactions, we thoroughly introduced them as
events with a single purpose that, once executed, provide immedi-
ate contextual feedback to users. We also gave a concrete example
of a shopping experience in a clothing store, where AR technology
helps navigate customers around and displays interactive 3D visual-
izations, see Appendix Section A.3. We then explained the scenario
taxonomy by linking all elements of the shopping example to the
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Table 3: Experts’ self-assessed expertise and practical experience rated on a 5-point scale for the following statement: “I am an
expert in [research domain].” We asked about the following research domains: Human-Computer Interaction (HCI), Privacy (P),
Security Engineering (SE), Interaction Design (ID), Augmented Reality (AR) and Smart Home Technologies (SHT). We also assessed
their professional experience in privacy-enhancing technologies (EQ1), secure system architectures (EQ2), augmented reality
development (EQ3), UI/UX design (EQ4), and smart home technologies (EQ5); see Appendix Section A.2.1 for the full questions.

EID HCI P SE D AR SHT  EQ1 EQ2 EQ3 EQ4 EQ5

E1 [ 1 11]1]] [ 1 1 | [m] EERCOO [ 1 1 | [m] EEOOO0O EROO0O [ 11 ]1]] EEROO0O mOOOO [ 1 ] | [m] EROOO
E2 | 1 1] 1]] [ 111 ]] EEOO0 [ 111 ]] HEEERO [ 1 11]] EEEEE EEOOO [ | | |m]m] | 1 1] 1]] [ 111 ]]
E3 [ 1 11]1]] [ 1 1 | [m] EERCOO [ 1 1 | [m] HEROO EROO0O [ 11 ]1]] BOOO0O EROOO [ 111 ]] BOOOO
E4 | 1 1 | [m] [ | | |m]m] | 1 ] | [m] [ 1 1 | [m] HEEERO [ | | |m[m] [ | | |m]m] HEEOO [ 111 ]] | 1 ] | [m] [ | | |m[m]
E5 [ 1 ] | [m] [ 11 1]] | 1 ] | [m] [ 1 1 | [m] [ 1 | | [m] EROO0 EEEEO [ 1 ] | [m] [ 11 ]]] | 1 ] | [m] EROO0O
E6 | 1 | | [m] [ 1 1 | [m] | 1 1] 1] [ 111 ]] EEEEE [ 1 1 | [m] [ | | |m]m] [ 1 | [m[m] [ 1 1] ]] | 1 | | [m] [ 1 1 | [m]
E7 EEECOO [ 11 1]] EERCOO EROO0O HEROO [ 1 | |m[m] [ | | |m]m] EROO0O EROOO EEOO0O EROO0O
E8 [ 1 1] 1]] EEEEC EHEECOO [ 1 1 | [m] EEEEE [ 1 1 | [m] [ | | |m]m] EEOO0O [ 1 1] ]] | 1 | | [m] [ | | |m[m]
E9 [ 1 11]1]] EEEEO | 1 ] | [m] EEECOO EEOOO0O EROO0O EEEEO EEEOO EROOO EEEOO EROO0O
E10 | 1 1 | [m] [ | | [m]m] EEOO0 [ 1 1 | [m] HERCOO [ | |mm]m] [ | | |m]m] [ 1 | [m]m] [ 1 1] ]] | 1 1 | [m] EROO0O
E11 | 1 ] | [m] [ 111 1] HEECOO [ 1 1 | [m] EEOOO0O [ 1 1 | [m] [ 11 ]1]] EEECOO BOOOO | 1 1 | [m] [ 1 1 | [m]

elements of the taxonomy. We then asked the experts for feedback
and potentially missing elements. Finally, we asked the experts to
use the scenario taxonomy to create two interaction scenarios they
considered particularly interesting and privacy-relevant. While they
brainstormed their scenarios, we asked them to think aloud [47].
Finally, we asked the experts for each scenario to which extent, on
a scale from 1 to 7, they agreed with the following statement: ‘T
think this scenario is very privacy concerning.”

In the second part, we asked the experts to sketch concrete con-
sent mechanisms for the two scenarios they had developed during
the first part of the interview. Before, we again highlighted the spe-
cific characteristics of spontaneous interactions, such as high daily
repeatability and brief execution periods. As a concrete example,
we declared privacy policies as inadequate consent mechanisms:
from the user’s perspective, engaging with long and complicated
language proves inappropriate for providing short-term permission.
With these specifications, we aimed to establish a general foun-
dation and mutual reference point. We asked our participants to
think aloud while sketching. Once they were finished, we asked for
in-depth explanations of their designed mechanisms. We focused
on what and how much information these mechanisms provide to
users, when device owners receive privacy information, and how
they can control their privacy decisions. We then asked the experts
to reassess their previous privacy sensitivity scores for the scenar-
ios, imagining that their privacy mechanism was in use. Finally, we
asked them to share their thoughts on how suitable consent mech-
anisms might influence AR technology’s general user experience
and acceptance and for additional feedback or comments before we
ended the interview. The interview lasted approximately one hour,
and we compensated the experts with €12 per hour.

4.3 Data Analysis

We recorded 10.98 hours of audio data (M = 59.9 min, SD = 5.1),
used Whisper for transcription, and Thematic Analysis [4] with
Atlas.ti (v. 24.1.1) for analyzing the data. Two researchers indepen-
dently open-coded two interviews, then met to resolve ambiguities
and create a joint codebook. One researcher coded the remaining

interviews, and a third researcher later joined to form code groups
and overarching themes. All three researchers iteratively refined
themes by comparing coded sections. We provide the codebook as
supplementary material. All three researchers also systematically
analyzed the experts’ sketches by coding and categorizing elements
within the sketches, identifying recurring patterns related to pri-
vacy consent mechanisms, and cross-referencing these with the
experts’ comments to understand their design choices.

5 Expert Interviews: Results

We identified five themes. Reflections on the Scenario Taxonomy
captures the experts’ feedback on the taxonomy, which we used
to refine it. Design Continuum of Consent Mechanisms outlines the
experts’ proposed mechanisms for enabling privacy-preserving
spontaneous interactions in AR environments. Design Aspects dis-
cusses practical considerations for implementing these mechanisms,
while Practicality Evaluation of Consent Mechanisms summarizes
participants’ discussions on the feasibility and situational condi-
tions for using the individual mechanisms. Finally, Interplay between
Privacy and User Experience explores the conflict between privacy,
user comfort, and control.

5.1 Reflections on the Scenario Taxonomy

All experts successfully created interaction scenarios using our tax-
onomy. They generally considered the taxonomy comprehensive
and suitable for brainstorming and outlining interaction scenar-
ios (E1, E2, E6, E8). However, the scenario creation process also
uncovered missing components and opportunities for improve-
ments. We marked all modifications and additions with an * in
Figure 2. In the following, we detail these adjustments.

User Needs. E3 and E11 drafted use cases for entertainment
purposes where users played AR games. As a fitting category was
missing from the taxonomy, we added “Entertainment” as an addi-
tional user need. Further, E11 discussed situations where AR helps
‘creating connections with other people, getting to know other people.”
As a result, we added the new category “Social Connectedness” All
other experts created scenarios that fit one of the user needs.
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Data Transfer. E10 and E11 appreciated the separation of data
transfer into a three-stage process. E11 stated that this would sup-
port developers in considering the extent to which privacy deci-
sions influence functionalities: “This [...] makes you stop and think
about what different interactions you really have in which data is
collected, [which helps you] identify, what happens if people, for ex-
ample, restrict some kind of specific data.” Yet, E4 and E10 suggested
visualizing the background processes regarding data processing and
transfer by distinguishing between data usage on the devices and
other connected appliances or systems via network communication.
E4 illustrated it with an example of a shopping scenario: ‘TW]hen
the user enters the store[,] [...] it automatically loads his profile with
the items that he bought the last time to give him suggestions [...].
This is happening via the internet, right? There’s also another [data
transfer] happening with a server.” Accordingly, we visualized data
transfer in our design space at the network and local levels. As
our experts also discussed scenarios where the system saved prior
data input and applied it, for instance, for recommendations, we
now differ between the handling of new data and data reuse. New
data handling refers to direct data collection during an interaction,
whereas data reuse refers to the reuse of data gathered in previous
interaction scenarios.

Personal Data. E5 classified audio, video, biometric data, and
3D images as default required for AR’s optimal functioning. E10
discussed introducing a differentiation between data directly col-
lected and information inferred based on behaviors or multiple data
sources, as E10 explained: “the financial data is actual raw data [...].
But habits, you need to infer your habits.” As a result, we introduced
a three-level classification as Default, Raw Data, and Inferred Data.

5.2 Design Continuum of Consent Mechanisms

Based on an in-depth analysis of the experts’ designs, we divided
the consent mechanisms into three categories: (1) explicit, (2)
semi-implicit, and (3) implicit, see Figure 3. We adopted Cor-
bett et al’s [9] classification into implicit and explicit mechanisms
and, thus, organized the mechanisms on a spectrum from explicit
to implicit consent, reflecting various degrees of user effort and
transferable consent. Generally, the user effort gradually decreases
from left to right while the feasibility of transferable consent in-
creases. This reflects a transition from active user involvement to
a system-driven mechanism that automatically learns the user’s
privacy preferences and makes decisions on their behalf.

The experts outlined universal requirements that effective strate-
gies should fulfill. As spontaneous interactions are characterized
by multiple repetitions a day, they should not annoy the users. This
could, for example, be achieved by implementing longer-lasting
consent. Yet, whenever longer-lasting consent is given, there must
be options to withdraw permissions easily (E3, E8). Several experts
considered the non-intrusive design of the mechanisms challeng-
ing (E1, E3, E5, E7 - E11). E4 and E10 stressed the difficulty of
explaining complex technical processes in simple terms, while “not
losing [the] information [...] needed for people to understand what’s
going on.” Information must be concise, as people’s field of view is
limited (E10). Overall, consent mechanisms should be non-intrusive,
easy to use, and include rapid access, execution, and modification,
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long-term consent for similar use cases, and compact and lightweight
information provision.

5.2.1 Explicit Consent Mechanisms. Experts proposed mechanisms
that allow users to process a privacy notice directly. These mecha-
nisms request the user’s informed consent or refusal before using
any data, leading to a high demand for user attention. The experts
most often suggested mechanisms that used gesture (E1, E4, E7, E9,
E10) and voice controls (E1, E2, E4, E6, E8, E10). Examples of ges-
tures included nodding to agree with a data request (E1) or gestures
that activate or deactivate sensor functions, such as simulating a
camera trigger to control the video sensors (E4). Moreover, E10
suggested using gaze patterns, i.e., a sequence of eye movements
to opt in or out: T first [[Jook here and then here as my consent
pattern.” With interaction-based control, participants referred to
using real-world objects to signal a privacy decision (E7, E9), such
as rotating a product in a store to simultaneously provide consent:
“They could say, okay, turn left, I want to have more information |[...]
I give consent so that they can process my data.” Explicit consent
mechanisms require direct user involvement, leading to increased
cognitive load. Hence, we position explicit strategies on the left
side of the continuum, with high user effort and low transferable
consent, see Figure 3.

5.2.2  Semi-Implicit Consent Mechanisms. Semi-implicit consent
mechanisms allow some automation, but users are kept in control,
see Figure 3. For instance, E3 designed a tangible mechanism in the
form of a privacy belt, see Figure 1a. The belt has several knobs
that represent different types of personal data or data transfer
stages. Users express their privacy preferences by turning these
knobs. E3 imagined the interaction to become more seamless over
time: “In the beginning, they have to read the labels, but at some
point, they know it by muscle memory.” E5 and E11 introduced
physical sliders on the side of the AR glasses, where users can
switch between different privacy data usage levels, and E6 and
E11 suggested physical buttons to turn data recordings on or off,
see Figure 1b. Here, experts suggested either binary on-and-off
or granular multi-level switches (similar to the belt). As an even
more granular option, E3 and E5 illustrated fine-grained control
suitable for privacy belt and slider control, where the extent of the
knob’s rotation regulates the extent of data collection: “So you can
see, for example, that I'm roughly six foot tall, but you don’t get that
I'm exactly 183.2 cm” (E3). Experts also suggested virtual menus
that summarize all collected data or ongoing data usages in the
user’s field of view and offer immediate modification options (E3,
E5, E9, E10). E5 discussed organizing these menus by filtering by
location, specific scenarios, or sensitivity of a situation or context.
E1 and E2 advocated for preset configurations, such as disabling all
data collection and network connection at once or having buttons
to activate, deactivate, pause, or delete data. To make it easier to
use these menus, experts also suggested companion devices with
conventional screens (E1, E3), see Figure 1c. Moreover, experts
suggested visualizing active data usage within sight, for example,
through icons (E1, E3, E6 - E8) or digital overlays on physical objects
related to the used data, such as an overlay appearing directly on a
sensitive document being viewed (E9), see Figure 1d. In summary,
semi-implicit mechanisms require the user to define preferences
at the beginning of the interaction. Unlike explicit mechanisms,
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Figure 3: “Design Continuum” for privacy-preserving spontaneous interactions in AR: Allocation of explicit, semi-implicit and
implicit mechanisms on a scale between explicit and implicit consent with the associated sub-mechanisms.

the permissions are transferable to use cases further until the user
intervenes. Users would then evaluate permissions as soon as a
contextual change is detected.

5.2.3 Implicit Consent Mechanisms. Most experts (E1 - E7, E9, E10,
E11) discussed implicit, context-sensitive mechanisms, where the
mechanism analyzes and compares the individual contexts of differ-
ent interaction scenarios and automatically adapts settings based on
user-defined privacy settings. Over time, the mechanisms learn the
users’ preferred decisions regarding their privacy and thus adjust
settings autonomously without requiring user intervention.
Concretely, experts suggested Contextual Consent based on (Pre-
)Defined User Preferences (E1, E2, E4, E5, E6, E7, E10) and Automated
Assistants (E2, E9, E11). For example, E6 described a location-based
mechanism with pre-defined privacy zones: “Once you enter this
area, the system presents you with a pop-up that allows you to decide
what you want to share in terms of personal data.” Since privacy
areas can overlap, E6 suggested defining general permissions for
similar activities, such as restaurant visits. Yet, E10 emphasized that
GPS information is not precise and suggested that camera-based
scene understanding could improve accuracy. E5, E1, and E7 also
suggested restricting authorizations based on activities, location,
or sensitivity levels. Users could, for example, curate a profile for
leisure and one for professional purposes (E5). E1 further suggested
the implicit mechanisms could be simulated in VR to foster user
acceptance. Users could experience scenarios in virtual environ-
ments and make privacy decisions according to their perception.
As implicit mechanisms rely on preset privacy profiles or learned
user behavior to adapt to similar contexts, they reduce user burden
but require users to trust the system-driven settings. Consequently,
we classified these mechanisms on the right side of the continuum
with low user effort and high consent transferability; see Figure 3.

5.3 Design Aspects

Based on the discussions and expert sketches, we abstracted the fol-
lowing design aspects, shown in Figure 4: Consent Triggers, Aware-
ness Cues, Interaction Modalities, Visualizations, and Time Frames.

5.3.1 Consent Trigger. For all mechanisms, except explicit ones, a
trigger is required to start the consent process. Experts suggested
using context changes as triggers (E2, E5 - E11), such as entering a
new location (E5, E6, E8, E10), interacting with a sensitive document
like a personal letter (E9), or the presence of a bystander (E10). They
also proposed learning repetitive behaviors, such as consistently
allowing the sharing of financial information and automatically ap-
plying consent to similar situations (E1, E2, E9, E11). Physiological
cues, like a high heart rate indicating discomfort, could also trigger
a consent interaction (E4, E7). Additionally, experts recommended
scheduling periodic consent reviews to ensure learned behaviors
still align with user expectations (E2, E7, E8, E11). Lastly, a trigger
could occur when preferences clash with data practices, such as
collecting data types exceeding users’ comfort levels (E3, E5, E10).

5.3.2  Awareness Cue. Once a consent interaction is triggered, the
system must attract the user’s attention to get them to interact with
the mechanism. For that, experts suggested visual augmentations,
such as overlaying the whole environment or objects with a specific
color or icons (E7, E9) or blinking lights at the periphery of the field
of view (E1, E11). Other suggestions were to use haptic feedback,
such as vibrations (E6, E9, E11), audio feedback, such as the glasses
explaining what kinds of data get collected and processed (E9, E10),
or simple pop-up notifications (E1, E2, E6, E10, E11).

5.3.3 Interaction Modalities. Users can interact with the consent
mechanism in various ways. The experts frequently mentioned GUI
interactions, such as dragging, scrolling, tapping, or toggling visual
overlays, such as icons (E1 - E5, E7, E8), see Figure 5. Experts also
suggested mid-air gestures, such as accessing privacy menus by
performing pinch gestures (E4, E5) or other specialized gestures
that users would otherwise not perform (E2, E4, E7, E9). Other
suggestions were to have gaze-based interaction, where a menu
item gets selected when the user looks at it for a longer time (E2,
E5, E9), or physical interactions where the user interacts with but-
tons (E3, E4, E6, E11) or sliders (E5, E11). Finally, experts suggested
voice interactions, such as specialized wake words (E2) or natural
speech (E4, E5, E9).
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Figure 4: The different design aspects of the experts’ mechanisms for consent in AR environments.

5.3.4  Visualizations. Experts proposed various elements for vi-
sualization in consent mechanisms. Many emphasized active data
visualizations, using virtual LEDs (E1, E4, E11) or dynamic icons and
bubbles that light up, change color, or shift shape when data is in
use (E1, E8, E11). Some described animated 3D bubbles that change
speed and size to represent data activity (E3, E7, E8). Others focused
on visualizing data flow, employing 3D models (E1) or overlays like
bubbles and icons to show data transfers to external providers (E4,
E7, E9). E6 stressed the need to illustrate the consequences of data
sharing to improve understanding and awareness.

5.3.5 Time Frames. To minimize disruption from notifications
when explicitly making decisions, for example, as they might block
the users’ field of view (E2), experts discussed implementing time
limits in which users must grant their permission (E1, E2, E7, E8).
As a result, the notifications would automatically disappear if users

Figure 5: E3’s envisioned interaction with icons to toggle
consent per data type.

do not interact (E2), and an automated confirmation or rejection
would occur (E1, E7). Another feature relates to validity periods for
privacy decisions. When users define privacy preferences, they can
define a time frame for which the decision should persist, such as
the next 15 minutes or the whole month (E1 - E3, E6, ES).

5.4 Practicality of Consent Mechanisms

The experts distinguished between dynamic and static contexts (E6,
E10). Dynamic contexts describe scenarios involving multiple loca-
tions, such as biking (E10). Similarly, E6 addressed the difference
between dynamic and static situations by extending the discussion
on the frequency and sensitivity of data requests: “T give access [to]
my documents. Now, [...] one of my colleagues sends me a new confi-
dential document. Does it mean now that the system still has access
to my documents?” E6 further discussed that the higher the sensi-
tivity of personal data, the more likely they are to accept alerts and
wish to customize their privacy setups actively. Moreover, experts
differentiated between trusted and untrusted spaces (E3, E4). They
argued that voice and gesture control are unsuitable for managing
data in public (E1, E2, E4) as spoken privacy alteration could trigger
uncertainty among bystanders about why a person wants to change
their settings (E2), and performing gestures might be perceived as
weird (E1, E3, E10). In contrast, the privacy belt can enable sub-
tle control in all environments: “If I know where those buttons are,
changing my privacy settings or changing what I'm transferring is
a very subtle movement” (E3). Experts avoided using noticeable
consent mechanisms in public settings but considered them accept-
able in private spaces (E4). E3 further noted that the presence of
unfamiliar people could turn trusted spaces into untrusted ones,
prompting individuals to restrict their privacy settings further.

Based on these discussions, we extract the following contextual
factors: The frequency of location or scene modifications, the fre-
quency of data requests, the sensitivity of the information, and the
trust level of the environment, influenced by public vs private spaces
and the presence of other people. We synthesized these insights
into a flowchart, see Figure 6.
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Figure 6: A flowchart to decide on suitable mechanisms. The dotted arrows indicate a choice between mechanisms.

5.5 Interplay Between Privacy and User
Experience

Most people prefer dealing with privacy settings in the background
to avoid interfering with their primary tasks (E4, E8, E10). Fur-
thermore, privacy concerns fade into the background whenever
users benefit from using technology to fulfill their needs (E9, E10).
Accordingly, consent mechanisms should maintain the user’s focus
on task execution. When comparing AR consent strategies with
previous technologies, the experts discussed that smartphone appli-
cations primarily ask users to approve sensor capabilities and data
collection once during installation (E4 - E6, E9, E10), which conflicts
with the need to manage privacy settings in a real-time, context-
sensitive manner. Hence, one-time consent without further active
involvement is insufficient to guarantee privacy. Consequently, the
experts discussed the trade-off between comfort and user involve-
ment and between automation and user control. Further, E1 and
E11 associated automated decision-making with restricting users’
autonomy (E11): “[L]ess decision means less privacy because users are
less aware of [the privacy choice]” (E1). A high automation level re-
quires more data collection, highlighting the dark side of advanced
privacy technologies (E1, E11). Nonetheless, E3 and E11 considered
adaptive systems combined with awareness triggers as a good mid-
dle ground. Here, awareness triggers allow manual intervention,
which maintains the user’s decision-making autonomy.

Based on these insights, we developed a privacy trade-off panel
for consent mechanisms as shown in Figure 7. The x-axis repre-
sents the progression from active user consent to automatic system
consent, while the y-axis reflects users’ sense of control, ranging
from low to high. We plotted each consent mechanism along these
axes to illustrate its trade-off between user control and convenience.
Explicit consent mechanisms, represented by the diamond in the
upper left, allow users to make intentional decisions for each data
request, providing high control but requiring high effort. Semi-
implicit consent mechanisms, represented by the triangle in the
upper middle, offer users flexibility to transfer consent to similar

scenarios, with the option for user-initiated interventions at any
time. This positions them between active and automated decisions,
maintaining a high level of control with moderate effort. For im-
plicit mechanisms, we distinguished between two strategies based
on expert input. The green square represents implicit user pre-
defined mechanisms, where users set preferences initially, and the
system then applies these to relevant contexts. While this approach
offers medium control due to the system’s automatic application
of user-defined settings, it requires less frequent user intervention
than explicit mechanisms. Finally, automated implicit mechanisms,
represented by the blue circle in the lower right, learn from user
behavior over time. As the system autonomously makes privacy
decisions, users must trust it to interpret their privacy preferences
accurately, resulting in low user control but high convenience. The
dotted lines in the figure further illustrate the trade-off: general user
effort decreases as control shifts from active consent to automated
consent, while user comfort generally increases with automation.
This panel, therefore, visualizes the balance each mechanism strikes
between user involvement, control, and convenience.

6 Discussion

In the following, we discuss our findings and explain how our six
conceptual tools, i.e., the scenario taxonomy (Figure 2), design con-
tinuum (Figure 3), design aspects (Figure 4), flowchart (Figure 6),
privacy trade-off panel (Figure 7), and prediction chart (Figure 8),
can be combined to form a framework for designing effective con-
sent mechanisms for spontaneous AR interactions.

6.1 The Right Consent Mechanisms Depend on
the Context

The experts identified scenario dynamics, frequency of data re-
quests, data sensitivity, and trust level (see Figure 6) as contextual
factors influencing the appropriateness of consent mechanisms.
This strongly resonates with Nissenbaum’s theory of contextual
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Figure 7: Privacy trade-off panel for consent mechanisms in AR. The x-axis shows the progression from active user consent to
automatic system consent, while the y-axis indicates the users’ sense of control from low to high. Explicit consent mechanisms
(diamond) provide high control but require high user effort. Semi-implicit mechanisms (triangle) allow flexible user interven-
tions with moderate effort. Implicit user pre-defined mechanisms (square) offer medium control after initial setup. Automated
implicit mechanisms (circle) provide low control but high convenience. The dotted lines represent the trade-off between user
comfort (increasing with automation) and user effort (decreasing with automation).

integrity [33-35], which indicates that privacy gets violated when
data practices do not align with the norms of a situation.

The experts differentiated between static and dynamic scenar-
ios and suggested that explicit mechanisms might be suitable in
static scenarios, where activities and locations remain constant,
which leads to fewer privacy notifications. However, even in static
contexts, transferable consent mechanisms might be better suited
whenever frequent data requests become necessary, such as in an
office environment where trusted company data is shared contin-
uously (E6). In dynamic scenarios, where locations and activities
change frequently, transferable consent mechanisms are particu-
larly effective at reducing repetitive privacy requests and mitigating
the risk of information overload. Such scenarios can overwhelm
users [28]. Data sensitivity is another important factor: for sensi-
tive data, semi-implicit mechanisms provide users with control to
review and modify settings, while implicit mechanisms are suitable
for data users consider less sensitive, offering convenience with
minimal risk when user preferences are occasionally misaligned.
Trust level also plays a critical role. In private or semi-private envi-
ronments, explicit consent mechanisms are appropriate. In public
environments, however, discrete explicit or semi-implicit mecha-
nisms are preferred to avoid social discomfort or security risks,
such as being observed while adjusting privacy settings [25].

Overall, experts preferred semi-implicit and implicit mechanisms,
as they balance user comfort and efficiency. Explicit mechanisms,

while less favored, remain viable alternatives depending on the
spatial, social, and contextual conditions.

6.2 Consent Mechanisms Influence Users’
Perceived Control

Based on the experts’ discussions around user control and the advan-
tages and disadvantages of different approaches, as well as our own
analysis and insights from related work, we developed a prediction
chart that models users’ perception of consent mechanisms over
time (see Figure 8). The chart visualizes how mechanisms balance
active user decisions and automated system decisions, affecting
perceived control. The x-axis represents the spectrum from user-
controlled to system-controlled decisions, while the y-axis shows
the degree of perceived control, ranging from low (bottom) to high
(top). Solid lines depict how users’ perceived control evolves over
time for each mechanism, with squares indicating specific moments
when contextual changes or triggers may affect this perception.

Explicit consent mechanisms require user permission before a
system uses data. Since explicit consent is granted at a specific
moment and remains static, it has no dynamic progression over
time and is not depicted in the chart.

In the case of semi-implicit consent mechanisms (yellow), the user
makes their initial privacy decisions, which remain valid until they
revoke or change them. However, users can revise these decisions
if they notice a privacy-relevant context change while using the
device. This approach allows semi-implicit mechanisms to actively
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Figure 8: The prediction chart predicts the perception of user control over time across three consent mechanisms: Semi-Implicit,
Implicit User Pre-Defined, and Automated Implicit. The x-axis represents the transition from Active User Consent to Automatic
System Consent, while the y-axis shows the range from user to non-user control. The arrows represent the time from the start
of the interaction to the end. Key events that influence control dynamics are marked with squares.

support the user by enabling manual intervention at any time. As a
result, we predicted a consistently high level of perceived control
over time, reflecting a strong sense of user control balanced between
active and automated consent.

For implicit user pre-defined mechanisms (green), the system
automatically makes privacy decisions when it detects a privacy-
relevant context change. Implicit user pre-defined mechanisms
require users to specify their choices beforehand. The system then
applies these preferences automatically to similar use cases, mean-
ing users rely on the system to interpret situations accurately based
on their preferences. However, users can verify and override system-
driven decisions through awareness triggers. When a trigger ac-
tivates, control temporarily returns to the user, allowing them to
adjust the system’s decision. As a result, we predict that the user’s
sense of control increases at the point of trigger activation.

Automated implicit mechanisms (blue) learn from users’ situa-
tional behavior, allowing the system to determine future privacy
practices autonomously. This requires users to trust that the sys-
tem will accurately interpret their behavior and make appropriate
decisions. Research by Colnago et al. [6] found that users often
associate automated decisions with a loss of control, while Stover
et al. [51] showed discomfort with computer-guided learning, as
past behavior may not reflect current needs. Consequently, we
predict a decline in users’ sense of control over time. To address
this, experts suggested periodic reviews, allowing users to verify
and adjust the system’s decisions. These reviews temporarily boost
perceived control, which then declines again as the system resumes
autonomous decision-making until the next trigger.

In summary, mechanisms that reduce user effort through au-
tomation increase comfort but may limit the sense of autonomy [6].

Our prediction chart underscores the importance of control and
transparency in implicit mechanisms. Users need to understand
system decisions and retain the ability to adjust them when nec-
essary. Active participation, such as frequent privacy queries or
confirmation requests that are thoughtfully designed to balance
user engagement and automation can enhance acceptance without
causing annoyance. Transparent summaries via menus or dash-
boards could further support user understanding and trust [51].

6.3 A Conceptual Framework: Combining the
Six Tools

Our six tools, i.e., the scenario taxonomy (Figure 2), design con-
tinuum (Figure 3), design aspects (Figure 4), flowchart (Figure 6),
privacy trade-off panel (Figure 7), and prediction chart (Figure 8),
form a cohesive framework for designing effective consent mecha-
nisms for spontaneous AR interactions.

Schaub et al. [46] developed a design space for effective privacy
notices, focusing on the dimensions of timing, channel, modality,
and control. Our framework builds on and extends this space by
applying these dimensions to spontaneous AR interactions. The
flowchart (Figure 6) addresses both timing and channel dimensions.
For timing, it links scenario dynamics and data request frequency
to appropriate consent mechanisms, recommending explicit mech-
anisms for “at setup” notices in static scenarios and semi-implicit
or implicit mechanisms for “just-in-time” or “context-dependent”
notices in dynamic contexts. For channel, it provides contextual
recommendations, such as using discrete explicit or semi-implicit
mechanisms to minimize discomfort in public settings, while re-
lying on explicit mechanisms to enhance transparency in private
contexts. While Schaub et al. [46] emphasizes modalities such as
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Figure 9: Our conceptual framework shows how our six tools fit into the four phases of the UCD.

visual, auditory, or haptic, our design aspects (Figure 4) and trade-
off panel (Figure 7) enables designers to refine and evaluate these
choices in terms of user effort and perceived control, providing
practical tools for selecting the most appropriate modality for AR
interactions. Additionally, we expand on Schaub et al. [46] control
types by demonstrating how explicit, semi-implicit, and implicit
consent mechanisms influence user comfort and decision-making.

We now outline how our tools form a comprehensive frame-
work by linking each to a phase of the user-centered design (UCD)
process [1], see Figure 9. The scenario taxonomy (Figure 2) fosters
understanding of privacy-relevant spontaneous interactions in AR
that require effective consent mechanisms. After generating the
interaction scene, our flowchart (Figure 6) helps specify contex-
tual requirements to select appropriate consent mechanisms. In
most cases, semi-implicit and implicit mechanisms are the opti-
mal choice due to their ability to transfer consent to similar use
cases. Thus, they reduce the risk of information and cognitive over-
load. However, we anticipate explicit mechanisms with higher user
involvement as an alternative solution whenever the situations
are static and do not involve too many privacy decisions. Next,
the design continuum (Figure 3) helps select concrete mechanisms
across the spectrum from explicit to implicit, and using the design
aspects (Figure 4), the mechanisms can be enhanced and optimized.
Finally, the trade-off panel (see Figure 7) evaluates and compares
mechanisms according to their impact on the user experience by
evaluating the required user involvement and the resulting control.
As an expansion, the prediction chart (Figure 8) demonstrates the
expected change in the user’s sense of control when applying a par-
ticular consent mechanism. Yet, this process is not linear. We rather
expect multiple revisions and iterations. Future implementation and
user tests in natural environments will allow obtaining feedback
from users and observing how they interact with the mechanisms.
These insights can then validate or reject our assumptions and
introduce necessary refinements to our framework.

6.4 Multi-level Cooperation of Legal
Institutions, NGOs, and Companies for
Effective Data Protection

As AR glasses become everyday companions, robust legal frame-
works are crucial for privacy protection. We propose redesigning
user-oriented measures for consent, transparency, and data control
as a starting point for research. However, data protection requires
more than consent mechanisms or privacy-by-design solutions.
Coordinated efforts by legal institutions, NGOs, and companies
are essential. In 2022, the European Commission acknowledged
that current rights fail to address digital society’s needs, calling
for shared responsibility among stakeholders [7]. Similarly, Jerome
and Greenberg [23] urged companies to implement clear data poli-
cies and user-friendly privacy settings. These initiatives under-
score the importance of standardized protections and reinforce
our focus on AR-specific consent mechanisms. A recurring chal-
lenge [50] is: Are privacy mechanisms in AR realistic or utopian?
Companies may resist privacy features that limit data access, pri-
oritizing privacy-by-policy over privacy-by-design to enable con-
tinued data collection [50]. Invasive AR products could soon push
privacy limits. Thus, aligned with the EU declaration [7], stricter
regulations should be imposed to encourage companies to adopt
user-centric privacy protections. Legal frameworks, such as the
General Data Protection Regulation (GDPR) [13], must adapt to
immersive technologies, balancing functionality with user privacy.
Nissenbaum [33-35] emphasizes that effective data management re-
quires collaboration among all stakeholders. Yet, in a future where
people are constantly monitored and data is continuously gener-
ated, can individuals retain control over their data? Moreover, AR
impacts bystanders, further complicating privacy concerns. These
challenges call for user-centric data protection regulations that fos-
ter user-centered technology development through research that
works for and with users [42].

6.5 Limitations and Future Work

We recruited laypersons for our focus groups as the exploratory
nature of our research questions called for a method that generated
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speculative ideas and fostered exchanging opinions [4, 53]. While
the small group size limits generalizability, we included partici-
pants with diverse AR experiences to represent the target audience
broadly. Yet, future studies should also involve experts to provide
new perspectives and uncover overlooked dimensions.

We provided focus group participants with an example interac-
tion scenario to familiarize them with the research topic. Despite
efforts to present the material vaguely and without bias, some an-
chor effects were unavoidable, where people rely on previously pro-
vided information as a reference point when making decisions [14].
For instance, virtual navigation appeared in every description, re-
flecting elements of the example scenario. Additionally, speculative
design methods risk eliciting responses and behaviors that may not
align with participants’ actual behavior [27].

Overall, we hope to have generated a comprehensive design
space for privacy-sensitive AR interaction scenarios. However, we
acknowledge that not all possible scenarios may be captured. We
view the taxonomy as a starting point for further exploration and
refinement. For instance, adding a dimension to describe the user’s
immediate environment could enhance its scope. Experts noted that
the privacy sensitivity of AR interactions is influenced by factors
such as the user’s location or the presence of others. While these
aspects were analyzed in our flowchart, incorporating them into
the taxonomy could be valuable for future work.

We used snowball sampling to recruit the experts for the inter-
views. While this allowed us to access a specialized group of experts,
it also introduced the potential for selection bias, as participants
were initially recruited through personal networks, which may
have affected sample diversity and generalizability of the findings.

The consent mechanisms proposed by the experts were partially
shaped by the capabilities of current technology and existing pri-
vacy regulations. However, advancements in AR technology and the
evolution of data protection laws will likely reshape how users man-
age privacy and use AR glasses. Notably, Al advancements could
significantly expand AR application scenarios, introducing new
interactions and privacy challenges. Future research on consent
mechanisms for spontaneous AR interactions may uncover innova-
tive solutions. We, therefore, recommend revisiting this study in a
few years with a focus on technological progress.

We used Likert items to assess the experts’ expertise, experi-
ence, and privacy concerns regarding their envisioned interaction
scenarios. To mitigate the tendency toward agreement bias, we in-
cluded a neutral option to encourage more deliberate responses [11].
However, despite these precautions, we acknowledge that some
responses may still reflect a degree of agreement bias.

Finally, extending the focus from primary device users to by-
standers introduces new research questions: How can both device
users and bystanders manage privacy and protect their informa-
tion? How can bystanders express their privacy preferences during
spontaneous interactions? We recommend exploring future AR
interaction scenarios involving both groups, with an emphasis on
effective permission strategies. Developing consent mechanisms
that safeguard the privacy of all parties could improve the social
acceptance of AR technologies and foster new social norms.
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7 Conclusion

Based on the focus groups and expert interviews, we created six
conceptual tools: (1) a scenario taxonomy that enables the genera-
tion of privacy-relevant spontaneous AR interaction scenarios; (2)
a flowchart that evaluates situational characteristics of scenarios
to identify appropriate consent strategies; (3) a design continuum
to decide on a concrete mechanism; 4) the design aspects to opti-
mize the mechanisms by strengthening user control; (5) a privacy
trade-off panel to evaluate the effectiveness of the mechanisms,
i.e., their impact on user effort, control, and comfort in particular
use cases; and, finally, (6) the prediction chart which hypothesizes
how users perception of the mechanisms evolves regarding their
decision-making autonomy and sense of control. Together, the tools
form a conceptual framework that supports developers and design-
ers in creating effective consent mechanisms for spontaneous AR
interaction scenarios.

8 Open Science

We provide all focus group and interview material in the sup-
plementary material and on the Open Science Framework: https:
//osf.io/ukxw7/
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A Appendix
A.1 Focus Groups

A.1.1  Examples for Spontaneous Interactions.

Example 1: Imagine you want to order a coffee from a coffee
machine. Today, you would put money into the machine and then
press the specific buttons to select the product. That would be an
anonymous, manual process. With AR glasses, it could look like
you just say through your voice command that you want to order
a cappuccino. The systems, vending machine, and your Glass are
connected, so your order runs automatically; your charge for the
cappuccino is automatically balanced because your financial data
has been captured by the AR application. So you only have to take
out the end product.

Example 2: Imagine entering the building. It’s a smart building
that automatically connects to your AR glasses system. The AR
glasses have access to your calendar and automatically know what
appointment you have today in this building, so they automatically
navigate you to the room where your meeting is taking place.

A.1.2 AR Capabilities.

o Camera Usage: “An application generally using the camera(s)
on the device” [37]; Recognition of objects and other people in
the environment; Face recognition; Recordings of bystander
and of the user’s environment.

e Microphone Usage: “An application generally using the mi-
crophone(s) on the device” [37]; Recording of conversations
and spatial/ambient sounds; Biometric voice analysis.

e Volumetric Capture: “Capturing 3D imagery that could
later be viewed or repurposed (e.g.[,] a 3D model of [one’s]
body or home)” [37].

e Spatial Awareness: AR systems can understand the phys-
ical world around the users through various sensors. This
enables objects or information to be accurately placed in the
user’s environment; Real-time object recognition; Surface
detection and mapping; Additional environmental sensors
like ambient light sensors or temperature sensors (they can
provide context about the user’s environment).
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e Activity Tracking: Monitoring “the physical movements,
[behavior,] and activity” [37] of the user; Gestural interac-
tion; Head tracking; Body posture and movement tracking;
Location tracking.

¢ Physiological/Health Monitoring: “Understanding the phys-
iological state of [the user], e.g., [capturing] health-related data
such as pulse/heart rate, [pupil dilation]” [37]; Gaze tracking.

e Diminished Reality: “Removing or blocking elements of
reality (e.g.[,] ignoring a person” [37], turning down an envi-
ronment).

e Augmented Appearance: “Augmenting or altering [the user’s]
appearance (e.g.[,] applying Snapchat or Instagram-like fil-
ters” [37] to one’s profile).

e Augmented Perception: “Canceling noise, selectively en-
hancing speech in a noisy room; and Supersight or other vision
enhancements [(], e.g., zooming, magnification, night/thermal
vision[)]” [37].

A.1.3  Screening Questionnaire.

Demographics.

(1) What is your name? (free text)
(2) What is your e-mail address for contacting you? (free text)
(3) How old are you? (free text)
(4) What gender do you identify with?
e Male
e Female
e Non-binary
e Prefer not to say
(5) What is your current profession? (free text)
(6) What are you currently studying? If you have already com-
pleted your studies, what did you study? (free text)
(7) What is your highest educational qualification? (free text)

Experience.

(1) Have you ever used AR glasses? (yes/no)

(2) Have you engaged with AR/VR applications in the past?
(yes/no)

(3) Have you been involved in any hands-on AR/VR projects
(development)? (yes/no)

(4) What experience have you already gained with AR/VR?
Please describe these in a little more detail. (free text)

(5) How much experience do you have with AR?
e 0 = no experience

Used 1-3 times

Used 4-7 times

Used more than 7 times

Availability.

(1) Please select all times from the predefined dates when you
could participate in the focus group. We will send you the fi-
nal time slot via email. (Matrix table with listed appointments
with the response options “Available” and “Not available”)

(2) If none of these times suit you, please suggest all other pos-

sible time slots at which you would be available. (free text)

Which languages can you speak?

e German

e English

—
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(4) What is your preferred language for the focus group?
e German
e English
e Both languages would work for me

(5) Do you have any further comments? (free text)

A.2 Expert Interviews

A.2.1 Screening Questionnaire.

Personal Information and Professional Background.

(1) What is your name? (free text)
(2) What is your e-mail address for contacting you? (free text)
(3) How old are you? (free text)
(4) What gender do you identify with?
e Male
e Female
e Non-binary
e Prefer not to say
(5) Which country do you currently live in? (free text)
(6) In which country were you born? (free text)
(7) What is your highest educational qualification? (free text)
(8) What is your current primary occupation? (free text)
(9) How many years have you been working as a privacy/security
expert? (free text)
(10) Do you work in industry or academia?
e Academia
e Industry

Expertise.

(HCI) I am an expert in Human-Computer-Interaction.
e Strongly disagree
o Disagree
o Neutral
o Agree
e Strongly agree
(P) Tam an expert in privacy domain. (Likert scale)
(SE) Tam an expert in security engineering. (Likert scale)
(ID) I am an expert in Interaction Design. (Likert scale)
(AR) I am an expert in Augmented Reality. (Likert scale)
(SHT) I am an expert in Smart Home Technologies. (Likert scale)

Experience.

(EQ1) Iam experienced working with privacy-enhancing technolo-
gies and mechanisms providing users better control and
understanding of their privacy (e.g., privacy dashboards, tan-
gible privacy tools, visualization techniques).

Strongly disagree

Disagree

Neutral

Agree

Strongly agree

(EQ2) I am experienced in the development of secure system archi-
tectures, the establishment of security protocols and frame-
works as well as the implementation of data protection and
compliance measures. (Likert scale)

Windl et al.

(EQ3) I am experienced in developing or designing augmented
reality systems (e.g., AR glasses, mobile AR platforms, apps
and immersive environments). (Likert scale)

(EQ4) I am experienced in designing user interfaces or interaction
experiences (e.g. UI design, UX design, design of interaction
flows). (Likert scale)

(EQ5) I am experienced in designing, developing, or analyzing
smart home technologies (e.g., IoT devices, home automation
systems, user interaction models for smart homes). (Likert
scale)

A.3 Expert Interview: Example Scenario

In a futuristic scenario, a customer wearing AR glasses
enters a clothing store. The glasses scan the envi-
ronment and highlight products that match the cus-
tomer’s preferences based on previous purchases. The
glasses navigate the customer to the selected prod-
uct in the store, displaying virtual overlay markers.
Interactive 3D product views allow the customer to ex-
amine items and information, such as materials or ori-
gin, displayed alongside the 3D representation. Using
body scan technology, the customer can virtually try
on clothes, such as jeans, that are superimposed onto
the user’s avatar. After selecting products, the user
completes the shopping through an automated pay-
ment transaction. In addition, delivery of the goods
chosen is automatically initiated immediately so that
the purchases no longer must be physically carried
out.

Figure 10: Generated images to illustrate a speculative
future shopping scenario in a clothing store while wearing
AR glasses.

While preparing the example scenario, we revised the original
scene descriptions using ChatGPT. Further, we developed two cor-
responding visuals using DALL-E, see 10.
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