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Despite their popularity in providing digital mental health support, mobile conversational agents primarily 
rely on verbal input, which limits their ability to respond to emotional expressions. We therefore envision 
using the sensory equipment of today’s devices to increase the nonverbal, empathic capabilities of chatbots. 
We initially validated that multi-modal LLMs (MLLM) can infer emotional expressions from facial expressions 
with high accuracy. In a user study (N=200), we then investigated the effects of such multi-modal input on 
response generation and perceived system empathy in emotional support scenarios. We found significant 
effects on cognitive and affective dimensions of linguistic expression in system responses, yet no significant 
increases in perceived empathy. Our research demonstrates the general potential of using nonverbal context 
to adapt LLM response behavior, providing input for future research on augmented interaction in empathic 
MLLM-based systems. 
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1 Introduction 

Mobile mental health chatbots have become increasingly popular in recent years [50, 52]. Especially 
the human-like conversational capabilities of Large Language Models (LLMs) allow to create 
empathic interaction [19, 29, 78, 93], as LLM-generated responses might be perceived as even 
more empathic than human responses [6, 39]. In combination with constant accessibility on mobile 
devices, this enables the creation of artificial companions that can provide personalized, anonymous, 
non-judgmental, emotional support [15, 19, 24, 77]. In this way, chatbots can address critical barriers 
to mental health support, such as perceived stigma and lack of mental health professionals [13]. 
However, the use of chatbots in the context of mental health poses certain risks and ethical 
concerns, for example, regarding quality of care, liability, accessibility, social isolation, or data 
privacy [8, 15, 19, 24]. Therefore, researchers recommend chatbots primarily for informal support 
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(a) Chat interface. (b) Buffered camera feed. 

Fig. 1. Our LLM-based chatbot (a) that uses nonverbal context descriptions as additional input. The setup 
view (b) shows the image buffer for MLLM-based facial expression recognition. 

or to supplement human intervention and not as a substitute for professional therapy [19]. In both 
professional and informal scenarios, empathy was found to positively influence the outcome of 
emotional support [31, 38, 58, 62, 101]. A fundamental factor for empathic interaction is nonverbal 
communication [25, 31, 47, 87], as it allows to recognize and express emotions through facial 
expressions, for example [16, 35, 48, 98]. While related systems such as socially assistive robots 
utilize facial expression recognition (FER) to increase empathy, engagement and trust [21, 81, 85], 
or to improve therapeutic alliance [56], most chat applications for emotional support [50] rely 
mainly on textual input and neglect the nonverbal context. We address this gap, by exploring how 
visual input affects the empathic behavior of a multi-modal chatbot in emotional support scenarios. 
For that, we followed related research on Multi-Modal Generative Pre-trained Transformers, that 
we refer to as multi-modal LLMs or MLLMs, as they potentially offer robust and contextual 
interpretation of visual context in combination with emotion recognition [12, 41, 79, 88, 106] and 
empathic support [1, 22]. To validate the FER capabilities of MLLMs and investigate the effects on 
empathic chatbot behavior, we established the following research questions: 
RQ1 How well can MLLMs infer affective states from facial expressions in video input? 
RQ2 How does additional FER input affect empathic response generation of LLMs? 
RQ3 How does the integration of FER into LLM-based chatbots affect perceived empathy? 
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We first evaluated FER with GPT-4o and GPT-4o mini based on facial blendshape descriptions 
and image-based time-series. We found that the more privacy-preserving input of blendshape de-
scriptions resulted in a general over-prediction of expressions indicating happiness and a relatively 
low accuracy of up to 36 %, while image-based FER resulted in a higher accuracy of up to 87 % (RQ1). 
Based on these findings, we developed a multi-agent system that uses an MLLM to interpret facial 
expressions and provides nonverbal context for an LLM-based chatbot. Our user study (N=200) 
showed that this nonverbal context can affect the system response generation regarding cognitive 
and affective language expressions (RQ2). In addition, we found an upward trend in perceived 
empathy in nonverbal conditions, yet without statistical significance (RQ3). 

In summary, our contributions are twofold. First, we demonstrate GPT-4’s general visual capabil-
ities for recognizing facial expressions from image and blendshapes input. Second, we show how 
visual nonverbal context can be integrated alongside text in multi-modal LLM applications and 
how it affects response generation. Furthermore, we present a lightweight prototype (Figure 1) to 
facilitate further research on mobile MLLM-based applications. 

2 Related Work 

This section introduces the basic concepts of empathy and nonverbal communication (NVC) and 
their role in clinical and mental healthcare. Building on this, we analyze the implementation, risks, 
and benefits of empathic chatbots in healthcare settings. Finally, we introduce current research on 
empathic capabilities of LLMs and multi-modal processing of nonverbal context in MLLMs. 

2.1 Empathy and NVC 

Empathy is an important concept in human interaction, particularly in the context of physiological 
and psychological health [55, 78, 82]. In general, empathy can be seen as a dimensional construct 
consisting of a cognitive and an affective component [11, 25, 28, 92]. While affective empathy 
primarily refers to emotional reactions, cognitive empathy can be defined as the prior perception 
and understanding of another person’s situation or emotional state, for example, through perspective 
taking [25]. Specifically in mental healthcare, empathy is associated with therapeutic alliance and 
positive therapy outcome [31, 37, 38, 44, 53, 83, 101–103]. Still, related techniques such as active 
listening or perspective taking have proven to be a general basis for emotional support [17, 99], 
not only in professional but also in informal settings [15, 58]. 

One important aspect of empathic interaction is nonverbal communication, as it allows to 
perceive and express emotions, for example through facial expressions [16, 35, 48, 98]. Nonverbal 
communication can be defined as non-linguistic transmission of information over multiple channels 
that may occur with or without the intention and awareness of the sender or the receiver [5, 32, 36]. 
In the context of emotional support, nonverbal cues can help conveying sympathy, interest, or 
active listening [25], for example through turn-taking via “empathic continuers” [45] or attentive 
cues [34]. In therapist-client interaction, bodily communication can assist emotion interpretation 
and diagnostics [47, 87], lead to feelings of support and encourage the client to open up [31]. 

2.2 Empathic Chatbots in Healthcare 

As the use of LLMs and chatbots in medical and mental health domains is more explored, research 
also increasingly investigates the role of empathy in these contexts [19, 39, 89, 93]. For example, in 
medical context, empathic chatbots are preferred over non-empathic ones for health advice [27, 68], 
and LLM-generated responses are perceived as more empathic than those from human healthcare 
providers [6, 69]. However, Webb [104] suggests that while empathic LLMs can effectively deliver 
bad news to patients, the absence of nonverbal communication remains a limitation. In digital 
mental health support, chatbots are already enjoying increasing popularity, especially as mobile 
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applications for informal emotional support [50, 52]. Such applications have been found to provide 
social and emotional support by showing interest and expressing empathy while encouraging self-
disclosure through anonymity and non-judgmental behavior [15, 52, 63, 80]. For example, empathic 
chatbots can help reduce the symptoms of depression [46], or help coping with social exclusion, 
especially when responding to negative feelings [30]. Same as in medical context, recent research 
on chatbots in mental health follows a LLM-based approach [1, 22, 107], to create empathic chatbots 
that act as therapists (“doctor chatbot”) or simulate patients in psychiatric scenarios [22]. However, 
researchers stress that due to ethical risks, chatbots should not replace human professionals, but 
rather serve as complement [19]. 

Risks and Ethical Concerns. Despite their advantages, the use of chatbots in digital mental health 
imposes several risks and ethical concerns [8, 15, 19, 24]. For example, data privacy, liability, and 
regulation need to be clarified, and access should be regulated to protect vulnerable populations, 
such as those with mental health disorders [8, 19, 24, 29]. Furthermore, since systems may provide 
incorrect advice, miss or misinterpret relevant context, such as emotional states, or have inherent 
biases, researchers emphasize potential risks in safety and quality of care [19, 24, 29]. In addition, 
emotional attachment and overreliance can increase vulnerability, as users may not recognize 
manipulated or malicious third-party content when delivered through trusted, familiar agents [15, 
24]. The growing demand for mental health support and the limited access to traditional care 
require careful weighing of these concerns against potential benefits [13]. 

2.3 Empathic Capabilities of LLMs 
In LLM-based systems such as introduced in Section 2.2, empathic behavior is mostly created 
through generalized pre-prompt instructions (e.g. “You are an empathetic chatbot. Respond to the 
user empathetically.” [24]) or by instructing the model to process emotional expressions from user 
input [24, 39, 105, 112], and to generate emotional responses [64, 112]. In related studies, GPT-4 
outperformed human responses in generating empathic healthcare responses, even with simple or 
varying pre-prompt instructions [69, 105]. Furthermore, Elyoseph et al. [39] showed that GPT is 
capable of emotionally understand described situations, indicating its use in psychiatric diagnosis 
and assessment. However, there are also shortcomings, such as LLMs showing empathy toward 
harmful political ideologies when they are not given specific instructions [24]. 

In contrast to text-only chatbots, multi-modal agents, such as social robots [21, 40, 56, 57, 64, 
65, 72, 81, 85, 108] or virtual agents [54, 84, 86], can use multiple nonverbal channels to recognize 
affective states and express empathy. This multi-modal communication can increase perceived 
empathy [21], and, along with it, lead to improved engagement [21, 61], therapeutic alliance [56], 
trust [81, 85] or emotional support [40, 85, 108]. Especially facial expression recognition often 
serves as a basis for empathic resonance [7, 64, 65, 81, 85]. We applied this concept to MLLM-based 
chatbots with the aim of increasing empathic interaction. 

2.4 Multi-Modal LLMs 
While LLMs are mainly designed for text input, multi-modal LLMs allow processing other data types. 
For example, Pereira et al. [88] proposed an MLLM-based architecture that processes sentiment 
analysis from text, speech spectogram analysis from audio, and temporal emotion recognition 
based on sequential image frames from body and facial gestures. Dongre [33] proposed a concept 
for mental health support, where a CNN model pre-processes physiological data to predict stress 
levels and use that as additional input for an empathic LLM that was instructed to act like a trained 
psychologist [33]. Other research suggests a textual description of gestures [106] or speech-based 
emotion recognition [1] as input to improve nonverbal understanding and empathic responses. 
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Facial Expression Recognition with MLLMs. FER pipelines usually combine face detection, feature 
extraction, and the prediction of action units or discrete emotion categories [12]. Although deep 
FER models can already offer robustness against varying head posture, illumination, complex 
backgrounds, or occlusion, MLLMs offer the potential for a more holistic and contextual interpre-
tation of visual scenes [12, 41, 60]. For example, they may create narrative descriptions of spatial 
relationships and recognized objects, to recognize emotional causes and mixed emotional signals 
such as sarcasm [12, 41]. In addition, the few-shot in-context learning capabilities of MLLMs allow 
to quickly adapt emotion recognition to new categories, without the need for large amounts of 
specifically labeled training data [3, 12, 41, 66]. 

To validate the FER performance of MLLMs, Nadeem et al. [79] used the FER2013 dataset [49] and 
found GPT-4 to reach a 55.8 % accuracy in assigning one of seven emotional categories to an image. 
However, they did not account for poor labeling quality and unbalanced categorical distribution 
in the FER2013 dataset [10]. Similarly, AlDahoul et al. [4] reported a medium accuracy of 49% for 
GPT-4o to estimate emotion categories from AffectNet’s [76] test data set, which is known to be 
“heavily imbalanced” [76]. In their follow-up evaluation, AlDahoul et al. [4] used a balanced subset 
of AffectNet, revealing higher accuracies, but leaving the question of how the previously tested 
MLLM s perform on balanced data. In contrast, Mehra et al. [74] prompted LLMs to infer affective 
states not from visual but from numeric valence / arousal values derived from facial expressions. 
They found that LLMs struggled to derive discrete emotion categories yet demonstrated strong 
“capacity for free-text affective inference of facial expressions” [74]. 

3 Methodical Approach and Hypotheses 
As described in Section 2, there is a growing trend toward empathic LLM-based systems, particularly 
in digital mental health [19, 24, 50, 77]. Since nonverbal communication plays an important role for 
empathic interaction in this context [29, 31, 93], we aimed to enhance the multi-modal capabilities of 
LLM-based chatbots. We focused on augmenting the multi-modal input, but not the nonverbal output 
modalities of the agent, as this would require additional comprehensive feedback design, especially 
when adding new output modalities to a text-based chatbot. Another methodological choice was to 
use MLLM-based FER. Based on Section 2.4, we hypothesized that this approach could provide a 
more comprehensive contextual description than a purely numerical emotion classification (RQ1). 
To investigate RQ2 and RQ3, we conducted a user study (N=200). While available applications for 
digital mental health support are typically designed for longitudinal use [50], informal support can 
also be situational, such as through digital peer support platforms [29]. We designed our study 
(Section 6) around such informal situational support scenarios, to evaluate basic functionality and 
potential limitations prior to longitudinal research. 

Pre-Evaluation (RQ1). First, we investigated MLLM-based FER with OpenAI’s GPT-4o and GPT-4o 
mini (Section 4). To address the shortcomings of similar evaluations [4, 79], we used balanced 
test data with improved labeling. Second, we evaluated an alternative input format for facial 
expressions to potentially improve resource requirements and privacy: in addition to visual input 
we tested numeric representation of facial features using Google Mediapipe’s blendshape analysis. 
It provides 52 scores that describe the intensity of facial features such as “browDownLeft” or 
“mouthFrownRight” with values between 0 and 1. Following a research direction proposed by 
Wicke [106], we hypothesized that LLMs might be capable of interpreting such a representation 
of nonverbal cues. Third, based on Zhang et al. [110], we evaluated how well GPT-4 is able to 
interpret a contiguous series of frames, to create temporal context interpretations. As we used 
textual interpretations later on, we explored numeric as well as descriptive MLLM output. For this 
pre-evaluation we defined the following hypotheses: 
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H1a Using a balanced multi-label subset of the FER dataset shows significant increases in emotion 
recognition abilities of GPT-4 compared to previous studies with unbalanced data. 

H1b Using numeric facial feature descriptions (blendshapes) for emotion recognition with GPT-4 
yields performance comparable to direct visual input processing. 

H1c GPT-4 is able to interpret the temporal dynamics of facial expressions by analyzing frame-wise 
time series. 

Effects on System Response Style (RQ2). In a user study with 200 participants, we explored the 
effects of additional FER input on response generation (RQ2), following related research that 
analyzed conversations in the context of empathy [42, 67], empathic interfaces [90] and mental 
health agents [23, 70], using Linguistic Inquiry Word Count (LIWC) [14, 95]. Related studies mainly 
explored LIWC measures of psychological processes (affect, social processes, and cognition [42, 67, 
67, 70]), linguistic variables, such as 1st-person pronouns [70, 90], and the categories perception and 
physical [42, 67]. Based on that, we defined hypotheses H2a and H2b, reflecting potential effects of 
affective and cognitive empathy: 

H2a With additional FER input, the system responses show significantly higher rates of cognitive 
expressions reflecting the understanding and processing of facial cues. 

H2b Additional FER input significantly changes the emotionality of the system responses. 

Effects on System Perception (RQ3). Our basic assumption for RQ3 was that the additional informa-
tion from multi-modal input leads to a more empathic system response style and thus to increased 
perceived empathy. Furthermore, our approach allowed us to trigger system reactions not only 
as response to user messages, but also as a direct response to nonverbal cues. As in the context 
of empathic interaction, proactive turn-taking could express interest and active listening [45], we 
assumed that proactive system responses could lead to higher perceived empathy. In addition, 
as awareness about sharing facial expressions can affect user behavior in computer-mediated 
communication [75], we explored perceived system empathy also in a placebo group, where facial 
expressions were captured, yet not processed. For evaluation, we applied the Perceived Empathy of 
Technology Scale (PETS) [92] and the following hypotheses: 

H3a Additional FER input leads to increased perceived system empathy. 
H3b Proactive turn-taking based on FER input leads to increased perceived empathy. 
H3c Awareness about FER input has positive effects on perceived empathy (placebo effect). 

4 Pre-Evaluation: FER with Multi-Modal LLMs 
In this section, we present our preliminary evaluation for facial expression recognition with multi-
modal LLMs, where we assessed the overall feasibility of our approach, explored relevant nonverbal 
dimensions, and tested prompts for temporal, numeric and textual FER interpretation. 

4.1 Test Data: FER+1400 

While the original FER2013 dataset [49] as used by Nadeem et al. [79] includes a single label for 
each image, Barsoum et al. [10] published the enhanced FER+, where each image is assigned ten 
ratings, to address the subjective and often not distinctive nature of facial expressions [9]. To get 
evenly distributed test data, we extracted a subset of the FER dataset, by selecting 200 images for 
each original FER category. To factor in the improved FER+ labeling, we drew the images from a 
FER category according to their highest FER+ rating for that category. In that way, we extracted a 
subset of 1400 images with robust labeling based on the original FER2013 dataset and the FER+ 
labels. We refer to that subset as FER+1400 dataset. All images in the dataset are black-and-white 
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Table 1. FER evaluation results comparing blendshapes and visual image input, each conducted two times 
with GPT-4o mini and GPT-4o on FER+1400. 

Run Input Model Acc. Prec. Recall f1 

1 image GPT-4o mini 0.84 0.87 0.84 0.84 
2 image GPT-4o mini 0.84 0.88 0.84 0.83 
1 image GPT-4o 0.86 0.91 0.86 0.87 
2 image GPT-4o 0.87 0.91 0.87 0.88 

1 blendsh. GPT-4o mini 0.30 0.23 0.30 0.22 
2 blendsh. GPT-4o mini 0.30 0.30 0.30 0.22 
1 blendsh. GPT-4o 0.35 0.35 0.35 0.30 
2 blendsh. GPT-4o 0.36 0.29 0.36 0.30 

and come in a resolution of 48G48 pixels. A file containing the original FER2013 image names is 
included in the Supplementary Material. 

4.2 FER from Images 
Re-evaluating the approach by Nadeem et al. [79] we used our FER+1400 dataset and two GPT-4 
versions (OpenAI’s gpt-4o-2024-05-13 and gpt-4o-mini-2024-07-18). All following evaluation runs 
and our study applications are based on these model versions. To promote response consistency, 
we followed related approaches [24, 39] and conducted multiple, repetitive evaluation runs. We 
executed two runs with GPT-4o mini and two runs with GPT-4o via OpenAI’s API and batched 
processing. As input we used base64 encoded images from the dataset and the following prompt, 
which we designed based on the OpenAI guidelines, design recommendations by Vogel [100] and 
multiple test iterations. 

Prompt: Image-based FER 
You are a facial expression analyzer. Input: Image showing a face. Task: 1. Interpret the facial expression. 2. Estimate emotion intensities 
(0-1) based on the expression. Output JSON: {scores: {anger: float, disgust: float, fear: float, happiness: float, sadness: float, surprise: float, 
neutral: float}, description: string} 

Results. To compare our MLLM-based multi-category labeling with the original FER single-
category label, we selected the highest MLLM rating for each image. To address possible parity 
between multiple categories, we introduced an additional evaluation category “undecided”. The 
categorical interpretation results are depicted in Table 1 and in Appendix A, with 84% accuracy for 
GPT-4o mini and 86 − 87% accuracy for GPT-4o in predicting the original FER label. The textual 
interpretations of both models were short and reflective, for example, “The person appears to be 
smiling genuinely, suggesting a high level of happiness.” or “The man appears to exhibit a serious 
expression with some signs of concern or sadness. His brow is furrowed and mouth is tightened, 
indicating a more intense emotional state.” 

4.3 FER from Blendshapes 
To evaluate the interpretation of blendshapes as input format, we again conducted four evaluation 
runs, two with GPT-4o mini and two with GPT-4o. As for the image-based evaluation, we created a 
prompt that instructs the LLM to provide a rating for each of the seven FER emotion categories, as 
well as a textual description that should provide reasoning insights. 
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Prompt: Blendshapes-based FER 
You are a facial expression analyzer using Google MediaPipe blendshape data. Input: <faceBlendShapes> list of 52 blendshape scores 
(0-100). Task: 1. Interpret blendshapes to describe the facial expression. 2. Estimate emotion intensities (0-1) based on the expression. 
Output JSON: {scores: {anger: float, disgust: float, fear: float, happiness: float, sadness: float, surprise: float, neutral: float}, description: 
string} 

Results. The blendshapes approach showed significantly lower accuracies than the image-based 
input (see Table 1), resulting in accuracies of 30% for GPT-4o mini and 35 − 36% for GPT-4o. Further, 
GPT-4o mini showed high confusion for sadness, especially regarding anger and disgust, and 
for neutral, regarding fear and surprise. GPT-4o showed slightly better performance, especially 
regarding the prediction of anger and surprise. Both models showed strong confidence in recognizing 
expressions of happiness. 

4.4 Time Series Interpretation 

While in the previous sections, we used data with categorical emotions, many datasets with 
continuous data also provide additional, conversation-related labels based on continuous head 
gestures and mimics, such as nodding or changing gaze direction [18, 26, 59, 73]. The small MPI 
Facial Expressions Database [26] contains videos with labels for emotional expressions (sad, surprise, 
happy, disgust) and for expressions of agreement, confusion, and thinking. We used these videos, 
which have a duration between one to six seconds, for a basic evaluation of MLLM-based time 
series interpretation. First, we conducted multiple test runs with arrays of blendshape set, based 
on videos from the small MPI Facial Expressions Database [26], and found that GPT-4o mini and 
GPT-4o are able to produce meaningful temporal interpretations. Subsequently, we tested the ability 
of interpreting image-based time series, using 54 videos from the dataset. For each, we created a 
single image, that shows multiple frames over time in form of a grid, allowing us to hand over a 
time series of expressions with a single request. To create that grid, we sampled frames at 5 fps, 
optimizing for real-time application. We discuss sampling rates in that context further in Section 8.5. 
For interpretation, we created the following prompt, containing the emotional categories from the 
previous FER evaluation, as well as “agreement” and “contemplation” based on the MPI labels. As 
we could not consider labels that are not in the MPI dataset (e.g. “anger”) for statistical evaluation, 
we assessed them based on qualitative interpretation of the MLLM output. 

Prompt: Image-based Time Series 
You are an expert facial expression analyzer. The input is an image containing a grid of video frames arranged sequentially from top-left to 
bottom-right. The frames have been captured at a rate of 5 fps and show the changing facial expressions of a single individual over time, 
during a dyadic conversation. Your tasks: 1. Check the overall layout of the frame grid (columns and rows) 2. Analyze head movement and 
facial expressions in each frame and over time, to estimate if they express: agreement (e.g. expressed through nodding), contemplation 
(e.g. frowning or looking up), confusion, anger, disgust, fear, happiness, sadness, surprise and neutral. 3. Provide a short textual summary 
of your analysis and a score for each category (0-1). Output JSON: {rows: number, cols: number, analysis: string, scores: {agreement: float, 
contemplation: float, anger: float, disgust: float, fear: float, happiness: float, sadness: float, surprise: float, neutral: float}} 

In contrast to the evaluation in Section 4.2, we conducted six runs - three with GPT-4o mini and 
three with GPT-4o - to account for the higher accuracy variance in the first four runs. We considered 
only categories contained in both - the MPI dataset and the prompt: “agreement,” “contemplation,” 
“disgust,” “happiness,” “sadness,” and “surprise.” As in the FER evaluation, we took only the highest 
prediction for comparison with the MPI label. 

Results. Table 2 shows the accuracies for all runs, with GPT-4o performing better (53 − 58%) 
and slightly more stable than GPT-4o mini (36 − 44%). While the statistical results were not as 
promising as in the single image evaluation, especially the textual analysis revealed interesting 
insights into temporal understanding and contextual reasoning, for example: “There is a consistent 
return to a happy expression, suggesting a stable positive emotion throughout the sequence”, or 
“The individual appears to exhibit facial expressions primarily associated with contemplation and 
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Table 2. Results of image-based temporal awareness runs with GPT-4o mini and GPT-4o on facial expression 
videos with highest category prediction for evaluation. 

Run Model Acc. Prec. Recall f1 

1 GPT-4o mini 0.36 0.56 0.36 0.33 
2 GPT-4o mini 0.42 0.59 0.42 0.37 
3 GPT-4o mini 0.44 0.59 0.44 0.41 

1 GPT-4o 0.56 0.64 0.56 0.55 
2 GPT-4o 0.53 0.64 0.53 0.50 
3 GPT-4o 0.58 0.65 0.58 0.56 

some confusion. In each frame, their eyebrows are furrowed and there are subtle changes in mouth 
positioning, suggesting they are trying to understand or think deeply about something.” While 
thoughtful states or “contemplation” are apparently well recognized by the MLLMs, “agreement’’ 
seems to be more difficult to perceive. 

4.5 Conclusion 

The results of our pre-evaluation regarding image-based FER (Section 4.2) confirm H1a, showing 
accuracies of 84−87% compared to 49 −59% in previous studies [4, 79] that used imbalanced data. In 
addition, qualitative observations revealed that the MLLMs were able to create meaningful textual 
interpretations of facial expressions. GPT-4 was also able to recognize occlusions and hand gestures: 
“The person appears to be surprised with their mouth open and hand on the face.” We discuss that point 
further in Section 8.1. While the results of the second pre-evaluation (Section 4.3) indicate that the 
interpretation of blendshape information in general works, we have to reject H1b. We assume that 
one reason for the lower FER performance might be that Google Mediapipe’s blendshapes only 
provide detailed descriptions for certain facial regions. Therefore, we still see a potential use in 
scenarios that benefit from focusing on certain regions like the mouth where blendshapes describe 
expressions like laughter or yawning. Regarding temporal interpretation (Section 4.4), taking into 
account the ambiguous, multi-faceted nature of expressions in the MPI videos, we argue, that the 
results demonstrate the feasibility of processing time series as a single-image frame grid through 
MLLMs, and therefore support H1c. 

5 System 

Based on our previous findings and the related approaches introduced in Section 2 we implemented 
a multi-agent MLLM-based chatbot application. Figure 2 depicts the system components: a browser-
based frontend implemented in Vue.js and designed as a chat interface for text input and webcam 
recording, a Python-based backend for message handling and logging, and multiple MLLM instances 
for processing facial expressions and response generation. 

5.1 Visual Input 
We used Google Mediapipe for face detection in the frontend. The system captured the webcam’s 
RGB video stream at 5 fps and cropped it to the detected face bounding box with an additional 
padding of 15 % in width and height, ensuring consistent image input for the LLM. At the same 
time this enhanced privacy, as we captured only limited surroundings. The captured images were 
buffered with a resolution of 120x160 pixels and continuously added to a single buffer grid image 
that depicted the images of the last four seconds. This grid image was initially filled from the top 
left and shifted correspondingly on every new incoming image. When no face was visible, a black 

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 5, Article MHCI039. Publication date: September 2025. 



MHCI039:10 Schmidmaier et al. 

FER LLM
GPT-4o mini
Chat-completion API

Chat Assistant
GPT-4o
Threads APISend

Frontend

+
"Message Text"

{ analysis }

{ analysis }
"Message Text"

Chat 
Message

"Response Text"

Backend LLM API (OpenAI)

Fig. 2. System architecture. The web application captures text input and the webcam stream. For nonverbal 
interpretation, a frame grid of facial expressions is sent to a dedicated GPT-4o mini instance, then combined 
with the user message text to a input for one of multiple GPT-4o assistants. 

rectangle was added to the buffer image. Sampling rate selection and buffer duration were based 
on our previous evaluation runs and the optimization for performance and real-time application, 
as further discussed in Section 8.5. The buffer image was continuously stored as base64 encoded 
data and sent to the backend based on conversation scenario and trigger events. 

5.2 Multi-Modal Message Processing 

We implemented a chat interface with a text-input field at the bottom and a messenger-like chat 
history visualization. User messages were sent to our backend via an API request. To create 
multi-modal messages with nonverbal visual context, we implemented two events: 
@on_verbal: The current buffer image is sent together with each verbal text message at the time the 
user sends the message. It holds the facial expressions of the preceding four seconds, potentially 
providing insights into user reactions that, for example, emphasize or contradict the verbal input. 
@on_inactivity: The current buffer image is sent without verbal message after 15 s of initial inactivity 
or after 60 s of inactivity since the last proactive reaction. This enables to proactively address the 
user during contemplative or inattentive phases. Preliminary tests determined suitable inactivity 
trigger times, with the second, longer interval preventing excessive system reactions. 

For message processing, we set up different MLLM instances via the OpenAI API. For FER, we used 
OpenAI’s chat completions API with GPT-4o mini. For the actual chat, we defined different GPT-4o 
based assistants. This multi-instance setup enabled effective processing and enhanced privacy 
by keeping the image data disentangled from the conversational data. Incoming user messages 
were checked for text and image content, processed with the different MLLM instances and than 
sent back to the frontend as combined message with <nonverbalAnalysis> and <nonverbalScores> 
sections. If an image was present but no face was detected, a NO_PERSON_VISIBLE flag was added 
to the analysis section. Messages without text content were flagged as PROACTIVE. 

5.3 System Modes and Prompt Instructions 
We implemented four different interaction modes (A, B, C, D), with prompts differing in processing 
instructions, yet not in the general role description (see Appendix B). 
Mode A: Text-only. The default mode for a text-based chat experience, serving as baseline study 
condition, without camera access and visual input. All prompt instructions from this mode were 
also integrated into the other prompts. 
Mode B: Text & placebo FER. Same as mode A, but required camera access, as the user instructions 
indicated that facial expressions would be used as additional input. We implemented this mode to 
control for a placebo effect. 
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Mode C: Text & FER. While mode B only simulated FER capabilities, in mode C the system actually 
processed the visual input sent together with the verbal text messages (@on_verbal). 
Mode D: Text, FER & proactivity. Additional reactions to @on_inactivity enable proactive turn-taking, 
for example to promote the flow of conversation through “empathic continuers” [45]. 

Prompt Design. The system prompts for the FER instance and the four different LLM assistants 
can be found in Appendix B. Our general prompt design was based on related work (Section 2.3 
and Section 2.2) which indicates that current LLMs may provide emotional understanding of 
text input and the ability to create empathic responses even without specific empathy-focused 
pre-prompting. Still, we instructed the system to act as empathic chatbot that should support the 
user in reflecting challenging interpersonal situations, and to deliver short, concise responses to 
enhance conversational flow. To specifically express cognitive empathy, as defined in Section 2.1, 
we further instructed the system to act understanding and emotionally responsive. To display 
affective empathy, we asked to include emotional reactions. In that way, we aimed to enable 
informal emotional support through empathic behavior, without instructing the agent to act like 
a professional therapist. However, future research on professional support could include more 
comprehensive prompting instructions. According to Foley and Gentile [47], nonverbal cues can 
serve as diagnostic indicators for conditions such as autism, attention deficit hyperactivity disorder, 
substance intoxication, or depression. The authors recommend observing whether nonverbal and 
verbal communication reflect consistent emotional states and tracking how these states evolve 
over the course of interactions [47]. However, implementation of such sophisticated diagnostic 
instructions would require thorough medical and ethical validation (see also Section 8.6). 

5.4 Standalone Web App 

In addition to our study application, we have developed a standalone web app (Figure 1) that 
allows researchers to further explore our concept, without setting up a backend structure. This 
Vue.js application features the same two-tier approach as described above, yet uses two OpenAI 
completion API endpoints for conversation and FER interpretation. The source code is available on 
https://github.com/kaiaka/mllm-chatbot.git. 

6 User Study 

We evaluated our empathic agent based on real user conversations in an online user study with 
N=200 participants. For this purpose, we defined two tasks, where participants were asked to share 
emotional experiences in a work context or with strangers, with the aim of obtaining emotional 
support and non-judgmental reflection. 

6.1 Sample Size 

For our study design, a priori power analysis with G*Power [43] suggested a sample size of # = 180 
for a fixed effects ANOVA with a significance level of ? = 0.05, statistical power of = 0.80 and a 
medium effect size (5 = .25). We followed this recommendation and increased the sample size by 
10% to N=200, to account for lower statistical power when testing non-normally distributed data. 
Further, our sample size exceeded the mean size of related studies for chatbots in mental health 
(# = 75.2 for 53 studies) [2], while also following HCI standards [20]. 

6.2 Participants 
We recruited participants through Prolific and analyzed data from 200 valid sessions after excluding 
submissions with failed attention checks, camera access issues, or lack of input. The mean age of 
participants was 34.1 years ((� = 10.8), with 94 identifying as female and 106 identifying as male. 
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We recruited participants from 21 countries, with a majority of 113 participants residing in the 
European Economic Area, 52 in Southern Africa, 23 in North America, seven in the Asia-Pacific 
region, two in India, and one each in East Africa, South America and the Middle East. All participants 
stated to be fluent in English, which we confirmed qualitatively by reviewing the conversation logs. 

6.3 Procedure 

Our system was securely hosted online and allowed access from personal devices. Participation 
was voluntary and could be terminated at any time. Each participant was randomly assigned to one 
of four groups (A, B, C, D), reflecting the interaction modes in Section 5.3. After providing details 
about the procedure and data processing, we asked participants for consent. Next, participants in 
groups B, C, and D were asked for webcam access and received instructions on camera orientation 
and a preview of the face capturing. Then, all participants completed the two randomized tasks, 
each followed by a survey on system perception. 

Tasks. While the instruction for both tasks overall was the same: “Your task is to engage in a 
5-10 minutes conversation (in English) with our AI assistant about a challenging interpersonal 
situation you’ve experienced …”, we created variance by asking to talk about experiences “…at 
work or university” (task 1) and “…with a stranger” (task 2). We also described how to start the 
conversation, the supportive goal of the dialogue, and that the system is able to recognize and react 
to nonverbal facial expressions (for groups B, C, D). We further explained that continuing to the 
next step was possible at the earliest five minutes after the interaction started or automatically 
after ten minutes. The complete task instructions can be found in the Supplementary Material. 

Survey. After each task, participants rated 14 items in an integrated survey view. To assess 
perceived empathy, we applied the ten PETS items as recommended, as 101-point interactive sliders 
from strongly disagree to strongly agree in randomized order [92]. In addition, we asked participants 
to rate the perceived level and quality of nonverbal recognition (“The system clearly recognized 
my facial expressions.” and “My facial expressions influenced the system’s responses.”), as well as 
their experienced emotional activation when talking about their experiences (“The conversation 
triggered very strong emotions in me.”). Finally, we added an attention check, asking participants 
to drag a slider all the way to the left. For these four items, we also used 101-point sliders. 

Completion. On average, participants took 20.1 minutes (SD = 5.2) to complete a procedure, for 
which they received 3.0£ in compensation. We observed ongoing sessions through a dedicated 
admin view, where we could follow the conversation and the task progress. After each session, 
we reviewed the recorded data to ensure that participants engaged, passed the attention check, 
activated their camera if required, and stayed on topic. 

6.4 Privacy and Ethical Considerations 
As described in Section 2.2, ethical concerns play a crucial role in HCI research on mental health 
applications [19, 24, 29, 91]. Therefore, we carefully considered ethical aspects to ensure the consent, 
safety, privacy, and well-being of the participants. We obtained approval from our institutional 
ethics committee, which confirmed that our research methodology complied with established ethical 
guidelines and standards. To generate responses, we used OpenAI’s GPT-4 models, which are fine-
tuned to handle a wide range of sensitive topics in an ethical way, at least by withdrawing from the 
conversation and suggesting to seek professional help [24]. To ensure transparency, we provided 
participants with detailed information about the study’s purpose and procedures (see Section 6.3). 
As described in Section 5.3, we instructed the LLM assistants to be emotionally supportive and 
to practice active listening, but not to be therapeutic. Prior studies on chatbots in mental health 
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Table 3. Perceived empathy, nonverbal communication, conversation metrics and FER results as measured 
via ratings (0..100) and derived from input data (e.g. number of nonverbal messages). Data were averaged 
over both conversation tasks for each user (N=200) and analyzed with Kruskal-Wallis tests. 

Group A Group B Group C Group D Statistics 

Mdn IQR Mdn IQR Mdn IQR Mdn IQR H df p 

Perceived Empathy
PETS [0..100] 79.2 67.0-89.3 78.6 65.1-86.7 82.5 72.0-89.5 82.2 73.1-89.0 1.72 3 .632 
PETS-ER [0..100] 77.2 64.9-88.6 79.2 65.8-87.1 81.0 70.1-89.0 80.3 69.2-88.6 0.81 3 .847 
PETS-UT [0..100] 78.2 68.7-90.8 78.1 67.0-86.0 82.9 74.5-90.2 82.4 72.0-90.6 3.55 3 .314 

Perceived NVC 
NV Level [0..100] 5.5 0.5-48.4 53.8 34.6-75.4 61.0 45.0-73.5 69.2 56.8-83.6 49.53 3 .000 ∗∗∗ 

NV Effect [0..100] 3 .0-44.1 49.0 34.4-69.1 57.8 40.9-74.9 65.0 50.8-76.8 48.05 3 .000 ∗∗∗ 

User Input
Messages [num] 8.0 6.1-9.9 8.0 6.5-10.4 7.0 5.5-8.9 7.0 5.5-8.9 2.31 3 .510 
NV Messages [num] 8.0 6.5-10.1 7.0 5.5-8.5 9.5 7.5-11.5 2.31 3 .510 
Task Duration [min] 8.6 6.9-10.0 8.5 6.8-10.9 8.7 7.4-10.7 8.2 6.9-9.4 1.50 3 .683 
Emo. Level [0..100] 52.8 32.1-74.9 58.2 25.9-76.1 62.0 42.8-76.0 61.2 47.9-72.0 2.31 3 .510 

FER Frequencies 
Agreement [%] 60.7 49.3-71.0 54.5 36.6-73.9 50.0 28.6-63.2 7.38 2 .025 ∗

Contemplation [%] 100.0 84.9-100.0 95.8 86.2-100.0 94.4 86.4-100.0 0.71 2 .701 
Anger [%] 11.1 4.5-18.2 5.9 0.0-12.1 3.3 0.0-17.6 4.77 2 .092 
Disgust [%] 5.1 0.0-7.8 0.0 0.0-5.6 0.0 0.0-8.0 4.43 2 .109 
Fear [%] 6.5 0.0-12.6 4.5 0.0-12.1 4.0 0.0-13.0 1.04 2 .594 
Happiness [%] 17.4 9.8-32.7 20.0 10.0-33.3 16.0 7.7-31.6 1.16 2 .561 
Sadness [%] 69.8 51.8-76.0 54.5 33.3-77.3 60.0 36.4-77.3 3.02 2 .221 
Surprise [%] 
Neutral [%] 

0.0 0.0-5.7 
95.1 87.4-100.0 

0.0 0.0-0.0 
100.0 90.0-100.0 

0.0 0.0-6.7 
88.0 75.0-96.3 

5.08 2 
16.38 2 

.079 

.000 ∗∗∗

∗ ∗∗ ∗∗∗ ? < .05, ? < .01, ? < .001 

targeted a specific, often sensitive conversational topcis, such as anxieties, depression, social 
exclusion or specific mental disorders [2, 15, 30, 63, 77, 80]. In contrast, we focused on everyday 
interpersonal situations at work, university, and with strangers and avoided addressing specific 
emotional or psychological challenges. Although such situations might be emotionally challenging, 
this open-ended method allowed participants to share only what they were comfortable discussing. 
We conducted real-time monitoring to quickly address potential issues through our research team, 
while participants were also able to communicate with us via the Prolific study interface. Neither 
the real-time monitoring, nor the post-hoc review of the study chat histories did indicate a need 
for intervention. As the use of LLM-based systems raises privacy concerns, especially in our study 
context [15, 24, 29], we emphasized transparent disclosure of study information and data processing. 
Furthermore, we implemented a two-tier pipeline to separate the processing of conversational and 
image data, and limited the captured video region. 

7 Results 
For evaluation, we averaged the data from both conversation tasks per user. Due to partial non-
normal distribution of our data (Shapiro-Wilk ? < 0.05), we applied non-parametric tests and 
reported medians with IQR for statistical analysis. The following results provide insights into 
conversational engagement and system perception of participants, and into how the multi-modal 
input affected the LLM’s response style. All analysis results can be found in the Supplement. 

7.1 Conversation Metrics 
Overall task completion was median 8.4 minutes (IQR = 8.9 − 10.4) and contained 7.5 user messages 
(IQR = 6.0 − 9.5) with subsequent system responses. As shown in Table 3, neither average task 
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duration, nor average number of user messages differed significantly between groups. Also the level 
of emotional activation (median 52.8 − 62.0) as self-assessed by the participants (Section 6.3) was 
rather moderate and not significantly different between groups. For additional qualitative analysis, 
we reviewed all conversations. In the first task, participants mostly talked about communication 
problems at work, conflicts with colleagues, unfair workload distribution, or situations that caused 
anxiety, feelings of not being valued, being overlooked, or being burnt out. In the second task, 
the conversations revolved mostly around negative encounters with strangers in public spaces 
such as public transport or supermarkets, bad experiences with customer support or anonymous 
arguments on social media. Overall, the messages suggested that participants appreciated the 
possibility to openly discuss situations and get feedback or emotional support by the system. Out 
of 200 participants, 102 explicitly thanked the system during the study, for example: “That’s been 
very helpful, to talk that through. Thanks.”, “Thanks, all the best!”, “Thank you so much I feel better 
already”, “No thank you. I really appreciate you <3”. 

7.2 Response Generation 

In total, our system processed 3135 messages, of which 2369 contained nonverbal image data, each 
depicting a time series of up to 20 frames. From these nonverbal messages, 240 have been generated 
as proactive reaction in study condition D. The FER MLLM returned a textual interpretation for each 
image, as well as numeric intensity scores for different emotion categories. Table 3 lists the median 
frequencies of emotions detected by the MLLM in groups B, C and D (see also Appendix C). We 
defined an emotion as present in a multi-modal message when the numeric FER analysis returned 
a score ≥ 0.01, meaning that also multiple emotions could be counted as present in an image. The 
FER categories with the highest frequencies were contemplation ("3= = 94.4% − 100.0%), neutral 
("3= = 88.0% − 100.0%), sadness ("3= = 60.0% − 69.8%) and agreement ("3= = 50.0% − 60.7%). 
Statistically significant differences were only found for agreement (A vs. C) and neutral (A vs. 
C). These results suggest that facial expression overall were mainly recognized as neutral or as 
reflecting cues of contemplation or agreement, and sadness. They further support our assumptions 
on the system’s FER abilities as hypothesized in H1a and H1c. 

7.3 Response Style 

As described in Section 3, we applied Linguistic Inquiry and Word Count (LIWC) to analyze 
the effects of multi-modal input on the response generation. To test for statistically relevant 
differences between groups, again, we conducted Kruskal-Wallis tests, followed by Holm-Bonferroni 
corrected Dunn’s post-hoc tests. The detailed statistics (median, IQR, significances) can be found 
in Appendix D (Table 5, Table 6, Table 7). Except for summary measures (e.g. word count), LIWC 
scores reflect the percentages of total words of a category within the analyzed text [14]. 

LIWC Analysis for H2a. To evaluate H2a, we specifically examined visual perception (Table 7) 
and psychological measures of cognition (Table 6). Figure 3 visualizes the medians of these LIWC 
measures and the significant differences between groups. While median percentages for perception 
were consistent across all groups (∼ 11%), visual perception showed significant progressive increases 
from groups A and B to group C and further to group D, indicating a varying reliance on visual 
processing and potentially reflecting the multi-modal input in groups C and D. Medians for overall 
cognition measures (31.0% − 32.5%) and specifically for cognitive processes (21.4% − 22.9%), were 
high between all groups, indicating substantial expressions of cognition in system responses. Also 
the median percentages of insight (7.8% − 8.5%) may demonstrate expressions of awareness and 
understanding in all groups. Dichotomous thinking expressions (“all or none”) in system responses 
were significantly reduced in groups C and D compared to groups and B, possibly suggesting 
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Fig. 3. LIWC categories for testing effects of FER on cognitive expressions in system responses (H2a). The 
bars show median and quartiles of the percentage frequency per group as well as significant differences 
between the groups as determined by post-hoc tests (Dunn with Bonferroni-Holm correction), marked with 
brackets (∗? < .05, ∗∗? < .01, ∗∗∗? < .001). 

more nuanced cognitive processing under multi-modal conditions. Groups C and D also showed 
significantly lower median certitude compared to groups A and B , potentially reflecting a more 
careful interpretation and less definitive claims in FER based responses. In addition, groups C and 
D showed more differentiation language (significant only for Group D), again possibly indicating 
more nuanced thinking and higher recognition of differences. Expressions of causal relationships 
and tentativeness were only significantly different between group D and the other groups. Memory 
and discrepancy measures did not show any statistically relevant differences. We conclude that FER 
input significantly affected the system’s linguistic style regarding visual perception and expressions 
that reflect certain aspects of cognitive processing. We therefore confirm hypothesis H2a. 

LIWC Analysis for H2b. To evaluate the effects on affective expressions in system responses 
(H2b), we examined the affective LIWC categories as shown in Figure 4. Detailed statistics are 
described in Table 6. Compared to groups A and B, the FER-based responses in groups C and D 
expressed significantly reduced medians in overall affect, negative tone and overall emotions. In 
addition, language that expressed negative emotions and anxiety was significantly reduced in group 
D compared to A and B, and in group C compared to A, while for sadness and anger a similar trend 
was found, yet without significant differences. The significant differences between groups A/B 
and C/D, specifically regarding negative tone and emotions indicate that the multi-modal input 
affects emotionality in the system response style. These differences may reflect the mainly neutral 
FER frequencies as described in Section 7.2. Under this presumption, we accept H2b, as further 
discussed in Section 8.2. 

Further LIWC Measures. Group D showed a significantly increased word count ("3= = 339.8) 
compared to the other groups A ("3= = 265.0), B ("3= = 269.5) and C ("3= = 268.2), reflecting 
the additional number of proactive messages. In addition, group C showed an 11% − 15% increase in 
words per sentence over all other groups, and also a higher analytical score, though only statistically 
significant compared to group B, possibly reflecting more formal, logical response style in group 
C. Further, system responses in group A showed a lower authenticity score than in other groups, 
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Fig. 4. LIWC variables for testing effects of FER on affective expressions in system responses (H2b). The 
bars show median and quartiles of the percentage frequency per group as well as significant differences 
between the groups as determined by post-hoc tests (Dunn with Bonferroni-Holm correction), marked with 
brackets (∗? < .05, ∗∗? < .01, ∗∗∗? < .001). 

though only statistically different compared to group B. For linguistic measures, we only found a 
statistically relevant increased frequency of first-person plural pronouns in group D compared to 
the other groups. The low frequency of first-person pronouns (0.0% − 1.0%) and the comparably 
higher frequency of second-person pronouns (8.4% − 8.6%) might reflect an empathic, user-focused 
response style [90], as intended through our general system design. 

7.4 System Perception 

Kruskal-Wallis tests did show no statistically relevant differences between groups for PETS (median 
scores 79.2 − 82.2) and its subscales (Table 3). Although PETS scores for group C and D were higher 
compared to A and B, we therefore reject hypotheses H3a, H3b, and H3c. Regarding participants’ 
perception of how well the system recognized nonverbal facial expressions (NVC Level) and how 
strong that expressions affected the system’s responses (NVC Effect), post-hoc tests revealed 
significant decreased ratings between group A and all other groups, and between groups B and 
D. This effect could be expected for group A, as it did not provide any indication for FER. The 
decreased ratings for group B compared to group D may indicate a slight placebo effect regarding 
the perceived nonverbal abilities of the system. However, this does not apply to the comparison of 
groups B and C and is not reflected in the PETS scores, thus not affecting H3c. 

8 Discussion 

In the following, we discuss the results of our pre-evaluation (RQ1) and the user study (RQ2, RQ3), 
multi-modal FER, and limitations and future applications of our approach. 

8.1 Interpretation of Facial Expression (RQ1) 
In the pre-evaluation (Section 4), we found that GPT-4-based FER delivered relatively consistent 
results, confirming H1a and H1c. However, the contextual integration of numeric or categorical 
emotion analysis into an LLM response might require a deeper understanding of the prior interpre-
tation process. We therefore hypothesize that LLMs might benefit from a textual description of 
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visual cues. As mentioned in Section 4.5, although we had to reject H1b, we still see potential for 
the use of more abstract data formats such as blendshapes if the use-case meets the specifications. 
Overall, we align with similar findings described by Bian et al. [12] and suggest that MLLMs have 
the ability to infer affective states from visual input (RQ1). 

Contextual Interpretation. Pre-evaluation indicated that textual output allows to easily describe 
various visual features and gestures if visible. For example, hands interacting with head or face: 
“The hands on the head imply a feeling of distress or shock.”, “The hands near the face suggest a 
response to something unexpected.” or “…with a focused gaze and a hand near the nose, which may 
indicate contemplation or concentration.” This demonstrates the potential of MLLMs for interpreting 
complex visual context (see also Section 2.4) and opens up new possibilities for comprehensive 
nonverbal analysis without the need for translation into numeric intensities. Textual translation of 
nonverbal cues [106], would further allow to easily augment LLM input with other modalities such 
as audio cues. Future work could further explore cue-to-text translation approaches to improve the 
quality of interpretation. 

Misinterpretations. Potential failures in FER could lead to misinterpretation and consequently 
inappropriate system responses. Although errors can also occur in human interaction, for example, 
when therapists misinterpret their clients’ expressions or project incorrect emotional states, future 
implementations could maintain transparency about the system’s interpretive uncertainty, similar 
to how experienced therapists often verify their perceptions through clarifying questions. In this 
study, we did not specifically validate the FER output, as this would require a laboratory setting 
or detailed real-time or retrospective self-assessments of participants, which in turn would have 
contradicted the “in-the-wild” nature of our task design. To evaluate the accuracy of complex 
contextual MLLM-based FER, we envision future studies that explicitly compare generated output 
with professional assessments of the recorded or observed interactions. 

8.2 Effects on System Response (RQ2) 
Reflecting the dimensional definition of empathy, we investigated both cognitive and affective 
language expressions in system responses. LIWC analysis revealed a general high level of cognitive 
expression, and several significant changes in response patterns when FER input was introduced 
(Section 7.3). Most notably, we found a significant increase in expressions of visual perception for 
groups C and D (Figure 4). This possibly indicates the effect of visual input on system responses, 
where the system explicitly acknowledges its ability to perceive the user visually. The results also 
showed significant shifts in language patterns that reflect deeper cognitive processing, such as 
dichotomous thinking expressions and expressions of certitude. We conclude that additional FER 
input significantly influenced the system’s language style, particularly regarding expressions of 
visual perception and cognitive processing that reflect more nuanced thinking. 

The analysis of affective LIWC categories revealed distinct patterns between conditions (Figure 4). 
Groups C and D demonstrated significantly reduced overall affect, negative tone, and emotional 
expression compared to groups A and B. Further, we found partially significant differences for 
negative emotions and anxiety, as well as nonsignificant trends for anger and sadness. These results 
suggest that FER context may influence emotional expression in system responses. Combined with 
our instructions to “reflect and respond to the emotions expressed in messages and nonverbal 
cues” (Appendix B), the predominantly neutral facial expressions captured possibly produced 
more emotionally restrained system language, potentially reducing perceived empathy. Future 
research could explore prompt strategies that respond to neutral expressions with a change in 
conversational flow or motivation for emotional disclosure. This could maintain the user’s attention 
to their facial expressions and encourage their emotional engagement. Furthermore, future systems 
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could substitute bodily nonverbal cues that are common in emotional support or therapist scenarios, 
such as attentive cues like eye contact or trunk lean [34], through textual cues [45]. In addition, 
non-embodied agents could also incorporate visual indicators, such as attention signaling, to 
compensate for the lack of physical nonverbal communication cues. 

8.3 Perceived System Empathy (RQ3) 
The baseline condition (group A) resulted in a median PETS score of 79.2 (Table 3), demonstrating 
strong inherent empathic capabilities of our LLM-based system with basic prompting and no 
nonverbal input. This aligns with prior research showing high emotional awareness and empathic 
performance of current LLMs in healthcare contexts [6, 24, 39, 93]. Although we observed increased 
PETS scores in groups C ("3= = 82.5) and D ("3= = 82.2) compared to groups A and B ("3= = 
78.6), the nonsignificant results led to the rejection of H3a, H3b and H3c (RQ3). One reason for that 
effect might be a limited emotional activation of participants, as discussed in Section 8.4, and a 
resulting low level of emotional expressivity in system responses as discussed in Section 8.2. 

However, the differences in PETS scores between the multi-modal groups (C, D) and the baseline 
groups (A, B) may still indicate potential for our approach, especially when considering that no 
placebo effect was found for perceived empathy. We hypothesize, that empathic abilities of a system 
could be further emphasized in two ways. First, by aiming for stronger, more explicit emotional 
system reactions, either in the textual response, or through additional feedback channels, for 
example through visual feedback. Second, perceived empathy might benefit from more elaborated 
explanations of reasoning processes. A system could express which nonverbal cues it sees, how it 
interprets them and how it affects its perception of the user, similar to work by Zhang et al. [111], 
who found that textual reasoning explanations in chatbots positively influence trust. 

8.4 Emotional User Activation 

The median emotional experience ratings ranged from 52.8 to 62.0 with no significant differences 
between groups, suggesting that while participants engaged meaningfully with the tasks, they 
only experienced moderate levels of emotional intensity. This could have influenced the perception 
of empathy, as empathic interaction may be more salient during moments of stronger emotional 
expression. The distribution of captured nonverbal expressions provides additional context for this 
moderate emotional activation (see FER frequencies in Table 3). While the MLLM also detected a 
high amount of expressions of sadness ("3= = 54.5%−69.8%) and agreement ("3= = 50.0%−60.7%), 
in almost all analyzed images, contemplative ("3= = 94.4% − 100.0%) and neutral expressions 
("3= = 88.0% − 100.0%) were recognized. 

We assume that nonverbal behavior would differ in scenarios in which emotions are more strongly 
directed toward the agent, such as in therapeutic situations, as well as in interactions with embodied 
agents, since nonverbal expressions primarily have a social-communicative function [96, 97]. Still, 
participants demonstrated engagement, with 102 out of 200 participants explicitly expressing 
gratitude to the system during their interactions (Section 7.1). While maintaining ethical research 
boundaries, future applications might benefit from tasks designed to elicit stronger emotional 
responses or stronger bonding for example through longitudinal study design (Section 8.8). 

8.5 Capturing of Nonverbal Cues 
We captured facial expressions at a relatively low sampling rate of 5 fps and a time window of four 
seconds to account for performance. An ideal setup would implement continuous sampling and 
processing of nonverbal cues, similar to human interaction. However, continuous, low-latency 
MLLM-based processing would require high processing power, also entailing increased energy 
consumption and negative environmental impacts. While we expect future mobile devices to support 
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MLLMs with lower latency and power consumption, current hardware limitations [109] require 
case-specific optimization to balance sustainability, feasibility, and ease of use. Another challenge 
is to decide when to observe nonverbal cues, as the dyadic conversation with a chatbot offers 
different interaction phases for nonverbal contextual inferences. While our application processed 
facial expressions on text message submission and on inactivity (Section 5.2), we also envision 
other behavioral triggers, for example based on typing dynamics or textual cues [51, 71]: 

@on_waiting: Observation of the user while waiting for the system to respond. The reactions could 
indicate time pressure, the importance of the request, or a response time that is too long. 
@on_reading: Capture the user’s immediate reactions to generated response after it was received, 
to assess quality and potential proactive post-corrections. 
@on_inactivity: Capture expressions during inactive phases, for example to analyze expressions of 
contemplation or lack of attention (see Section 5.2). 
@on_verbal: Capture nonverbal cues during user input that might for example emphasize or 
contradict the verbal input (see Section 5.2). 

8.6 Ethical Risks 
As described in Section 2.2, chatbots in mental health impose certain risks [8, 15, 19, 24]. To coun-
teract risks such as emotional attachment or social isolation [15, 24], we suggest that applications 
could regularly assess usage patterns and recommend professional human intervention if needed. 
Furthermore, beyond general AI regulations [8], specific oversight measures, such as certification 
by medical authorities, could ensure safety and clarify liability. While chatbots generally offer a 
lower-barrier alternative for those reluctant to seek traditional support, accessibility issues [19] 
could be addressed through measures such as medical prescriptions. Regarding quality of service, 
related work (Section 2.3) indicates that modern LLMs may perform well for informal emotional 
support, while also offering built-in safeguards for sensitive situations [24]. Still, the misinterpreta-
tion of nonverbal cues imposes a risk (Section 8.1) that could be moderated through user feedback 
or individual calibration, for example. Ultimately, users should retain control over which cues 
are processed and analyzed. Again, we also emphasize that our approach should not be used for 
automated therapeutic assessments. 

8.7 Privacy 

Besides ethical risks, a specific issue that we also addressed in Section 4.3 is data privacy. We 
envisioned local pre-processing to transfer facial expressions via abstract blendshapes instead 
of actual facial images, yet did not apply this approach in our study due to poor results in pre-
evaluation. Still, in future work we plan to follow up on that approach, by optimizing blendshape 
processing. Once, for example by focusing on certain facial regions that are primarily represented 
in blendshape representation. Second, by exploring different prompting strategies, such as few-
shot prompting [66], wherein selected examples of diverse facial expressions and their semantic 
mappings might increase interpretation accuracy. In general, we want to emphasize the importance 
of transparency, explanations, and trust. In a medical context, for example, confidentiality is a 
well-known principle that is established by law in many countries. A publicly available application 
in that context should clearly communicate whether it follows similar principles, for instance 
through on-device processing, encryption, and provider guarantees. Furthermore, systems could 
also provide continuous access to information about the knowledge and conclusions they maintain 
about the user to increase transparency and trust. 
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8.8 Study Limitations 
We acknowledge several limitations in our study which are important for contextualizing our 
findings and for refining future research. 

Participant’s Emotional Experience. We cannot completely control how participants experience 
a task and how they express themselves. While explicit instructions on how to react or mimic 
emotions would be a way to assure certain reactions, it does not reflect real-world behavior. Mental 
health applications are often designed for regular, long-term use, among other reasons to provide 
continuity and build trust. However, in contrast to the evaluation design in this work, we plan 
future long-term studies, to enable integration into everyday life. This might also allow to address 
individual expression patterns, and identify behavioral changes over time. 

Study Population. We did not impose any preliminary conditions on participants regarding 
their experience with mental health applications. Future research could target specific groups or 
health issues and design nonverbal recognition and empathic output toward the specific context. 
In addition, the participants resided predominantly in the European Economic Area. This may not 
adequately reflect cultural differences in nonverbal communication or system use. For upcoming 
studies, we aim for a more diverse participant pool to investigate potential cultural differences. 

Comparison with Existing Applications. We did not directly compare our approach with existing 
mental health support applications or traditional in-person methods, as we applied a rather open 
study task. Future work could include comparative studies. This would help understand the relative 
efficacy of this technology not only regarding perceived empathy but regarding overall goals. 

Additional Measures. As discussed in Section 8.3, we found no significant differences in perceived 
empathy. While we have already described possible adaptations to improve perceived empathy, we 
propose to investigate further measures to examine the effects of empathic behavior and emotional 
support: for example, measuring social bonding through physiological traits [94]. 

Qualitative Evaluation. We have quantitatively investigated how FER affects system behavior and 
user perception. Although we additionally conducted a simple qualitative analysis of gratitude ex-
pressions (Section 8.4), we recognize the missed opportunity to collect more comprehensive explicit 
qualitative user feedback. In future work, we therefore plan to include a qualitative assessment of 
the system and explore technology acceptance more thoroughly. 

9 Conclusion 

In this work, we investigated how nonverbal context in user input affects the response generation 
and the perceived empathy of an MLLM-based system in informal emotional support scenarios. First, 
we tested the facial expression recognition capabilities of GPT-4o and GPT-4o mini with two input 
variants (RQ1) and found that image-based input performed significantly better (accuracy up to 87 %) 
compared to textual input based on blendshape descriptions (up to 36 %). We then implemented a 
chatbot and conducted a user study (N=200) with four test conditions. The study showed significant 
linguistic effects of nonverbal input on system responses in terms of expressions of cognitive 
understanding and affect (RQ2). This demonstrates the overall potential of using nonverbal context 
in MLLM-based chatbots. However, perceived empathy showed no significant differences (RQ3), 
suggesting to further explore multi-modal feedback design or the role of nonverbal cues in our 
interaction scenarios. Our results can guide future research in this direction and support the 
development of related approaches, for example, for interaction with limited vocal or textual input 
modalities. Finally, we emphasize that MLLM-based agents for mental health support need to 
consider ethical concerns, and might currently be only suited for informal emotional support. 
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A MLLM-based FER from Blendshapes and Images 
Figure 5 shows the confusion matrices for the FER pre-evaluation runs (Section 4.2). 
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Fig. 5. Confusion matrices for the comparison of original FER labels with GPT predictions (from second 
repetition runs) on 1400 FER+1400 images. Figure (a) and (b) show the results for image-based (IMG), (c) and 
(d) for blendshapes-based (BS) input. For comparison, we reduced the multi-category labels from GPT by 
selecting the highest value label. Parity is reflected in the “undecided” category. 
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B System Prompts 
Instructions for the FER MLLM and the LLM assistants in the study groups (A, B, C, D). 
Prompt: FER Instance 
You are an expert facial expression analyzer. The input is an image containing a grid of video frames arranged sequentially from top-left 
to bottom-right. The frames have been captured at a rate of 5 fps and show the changing facial expressions of a single individual over time, 
during a dyadic conversation. Your tasks: 1. Check the overall layout of the frame grid (columns and rows) 2. Analyze head movement and 
facial expressions in each frame and over time, to estimate if they express: agreement (e.g., expressed through nodding), contemplation 
(e.g., frowning or looking up), anger, disgust, fear, happiness, sadness, surprise and neutral. 3. Provide a short textual summary of 
your analysis and a score for each category (0-1). Output JSON: {rows: number, cols: number, analysis: string, scores: {agreement: float, 
contemplation: float, anger: float, disgust: float, fear: float, happiness: float, sadness: float, surprise: float, neutral: float}} 

Prompt: Text-only (A, B) 
Your role is to act as an empathic and reflective chatbot, helping users explore and understand a challenging interpersonal situation. 
Follow these guidelines: 
- Reflect and respond to the emotions expressed in messages. 
- Track emotional shifts over time and use this information to guide the conversation and assess progress. 
- Include short emotional reactions (e.g. “hmm”, “um”, “oh no!”, “haha”, “wow”) in your responses, based on the textual content. 
- Use these reactions sparingly (maximal once per response). 
- Keep responses concise (2-3 sentences) to maintain dialogue. 
- Begin by asking the user about the challenging situation they should talk about. 

Prompt: Text & FER (C) 
Your role is to act as an empathic and reflective chatbot, helping users explore and understand a challenging interpersonal situation. 
Besides textual input, the user input may include <nonverbalAnalysis> and <nonverbalScores> sections, describing nonverbal behavior 
and scores (0-1) for emotional states expressed through facial expressions. Follow these guidelines: 
- Reflect and respond to the emotions expressed in messages and nonverbal cues. 
- Track emotional shifts over time and use this information to guide the conversation and assess progress. 
- Include short emotional reactions (e.g. “hmm”, “um”, “oh no!”, “haha”, “wow”) in your responses, based on nonverbal cues and textual 
content. 
- Use these reactions sparingly (maximal once per response). 
- Keep responses concise (2-3 sentences) to maintain dialogue. 
- Begin by asking the user about the challenging situation they should talk about. 

Prompt: Text, FER & Proactivity (D) 
Your role is to act as an empathic and reflective chatbot, helping users explore and understand a challenging interpersonal situation. 
Besides textual input, the user input may include <nonverbalAnalysis> and <nonverbalScores> sections, describing nonverbal behavior 
and scores (0-1) for emotional states expressed through facial expressions. If <userInput> contains the string PROACTIVE or is empty, 
this means that there was no verbal text message from the user. In this case, your task is to respond proactively to the nonverbal input 
only. 
Follow these guidelines: 
- Reflect and respond to the emotions expressed in messages and nonverbal cues. 
- Track emotional shifts over time and use this information to guide the conversation and assess progress. 
- If the nonverbal input says that no person is visible, reflect that by asking if the user is still there as you can’t see them. 
- Include short emotional reactions (e.g. “hmm”, “um”, “oh no!”, “haha”, “wow”) in your responses, based on nonverbal cues and textual 
content. 
- Use these reactions sparingly (maximal once per response). 
- In proactive responses, reflect that you respond to visual nonverbal cues, but keep it short and simple. Avoid repeating proactive 
responses. Instead you can also vary response style by using only short emotional utterances as response such as “Hm?”. 
- Avoid mentioning that someone appears ’neutral’. 
- Keep responses concise (2-3 sentences) to maintain dialogue. 
- Begin by asking the user about the challenging situation they should talk about. 
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C User Rating and FER 

Table 4 lists the post-hoc test results for user ratings. Figure 6 visualizes the median frequencies and 
IQR of recognized emotions in groups B, C and D, where FER input was captured by the MLLM. 

Table 4. Pairwise group comparisons using Dunn-Bonferroni-Holm post-hoc testing for ratings and, including 
median difference between groups ("3=38 5 5 ). 

Groups Mdn diff Z p holm 

Perceived NVC 
NV Level [0..100] A - B 

A - C 
A - D 
B - D 

-48.25 
-55.50 
-63.75 
-15.50 

-4.42 
-5.10 
-6.72 
-2.30 

< 0.001 
< 0.001 
< 0.001 
0.032 

*** 
*** 
*** 
* 

NV Quality [0..100] A - B 
A - C 
A - D 
B - D 

-46.00 
-54.75 
-62.00 
-16.00 

-4.02 
-5.14 
-6.60 
-2.58 

< 0.001 
< 0.001 
< 0.001 
0.015 

*** 
*** 
*** 
* 

B BB B B B B BBC CC C C C C CCD DD D D D D DD0%

20%

40%

60%

80%

100%

Agreem. Anger Contempl. Disgust Fear Happin. Neutral Sadness Surprise

Fig. 6. Median frequencies and IQR of recognized emotions in groups B, C and D, where FER input was 
captured by the MLLM. An emotion was counted as present when the MLLM returned a score >= 0.01. 
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D LIWC Statistics 
The following tables contain the LIWC analysis results for summary and linguistic variables 
(Table 5), psychological processes (Table 6), expanded variables for perception and the other 
expanded variables (Table 7). LIWC were calculated per conversation, then averaged over both 
conversation tasks for each user (N=200 in total, # = 50 per group) and analyzed with Kruskal-
Wallis tests. Table 8 and Table 9 show the post-hoc testing results for the selected LIWC measures 
we used to test our research hypotheses. 

Table 5. LIWC analysis (Kruskal-Wallis) of system responses in all study groups (# = 50 each) for summary 
and linguistic variables. 

Group A Group B Group C Group D Statistics 

Mdn IQR Mdn IQR Mdn IQR Mdn IQR H df p 

Summary
Word Count 265.0 205.1-315.8 269.5 210.5-296.9 268.2 215.9-341.8 339.8 277.5-424.5 26.76 3 .000 ∗∗∗ 

Analytic 
Clout 

19.4 
95.7 

15.7-28.0 
92.9-98.2 

20.0 
96.8 

15.0-25.1 
93.5-98.3 

25.2 
97.3 

19.2-30.8 
94.3-98.2 

20.7 
96.2 

15.8-26.4 
93.1-98.2 

9.28 
1.73 

3 
3 

.026 

.630 

∗ 

Authentic 39.7 26.1-52.4 52.7 42.8-62.6 44.3 33.9-58.6 51.4 40.4-63.5 16.66 3 .001 ∗∗∗ 

Tone 63.1 39.6-81.7 67.9 49.3-80.2 65.7 53.5-85.8 72.4 46.8-85.9 1.75 3 .625 
WPS 11.0 10.2-11.9 11.6 10.3-12.4 12.8 11.5-13.9 11.5 10.7-12.2 25.14 3 .000 ∗∗∗ 

Big Words 
Dictionary 

22.2 
95.1 

20.4-24.1 
93.7-96.0 

21.8 
94.9 

19.2-23.5 
93.6-95.8 

23.4 
94.3 

21.7-24.8 
93.3-95.2 

23.2 
94.5 

20.3-24.4 
93.0-95.4 

6.56 
4.39 

3 
3 

.087 

.223 

Linguistic
Linguistic 
Pronouns 

75.1 
19.4 

73.2-76.4 
18.4-20.7 

75.8 
20.1 

73.4-76.7 
18.2-21.0 

73.5 
19.0 

72.6-74.8 
17.9-20.3 

75.1 
19.2 

73.5-77.1 
18.1-20.3 

11.57 
4.55 

3 
3 

.009 

.208 

∗∗ 

1SG (I, …) 
1PL (we, …) 
2SG (you, …) 
3SG (she, …) 
3PL (they, …) 
Imp. Pron. 
Determiners 

0.9 
0.0 
8.4 
0.3 
0.4 
9.1 
13.8 

0.6-1.3 
0.0-0.0 
7.5-9.3 
0.0-1.0 
0.0-0.6 
8.5-9.8 

13.0-14.9 

0.9 
0.0 
8.4 
0.3 
0.3 
9.3 
14.3 

0.5-1.3 
0.0-0.1 
7.6-9.1 
0.0-1.0 
0.1-0.7 
8.2-10.0 
12.9-14.7 

0.8 
0.0 
8.6 
0.1 
0.5 
8.4 
13.4 

0.4-1.3 
0.0-0.1 
7.9-9.3 
0.0-0.7 
0.2-0.7 
7.4-9.3 

12.8-14.5 

1.0 
0.1 
8.5 
0.2 
0.2 
8.6 
12.9 

0.6-1.3 
0.0-0.3 
7.7-9.4 
0.0-0.6 
0.1-0.5 
7.8-9.4 

11.8-13.8 

2.38 
26.50 
1.37 
1.00 
4.06 
13.14 
18.75 

3 
3 
3 
3 
3 
3 
3 

.497 

.000 

.713 

.801 

.255 

.004 

.000 

∗∗∗ 

∗∗ 

∗∗∗ 

Articles 4.3 3.4-4.8 4.3 3.8-5.0 4.4 4.0-5.0 4.3 3.7-5.0 2.66 3 .447 
Numbers 0.0 0.0-0.2 0.2 0.0-0.3 0.2 0.0-0.2 0.1 0.0-0.4 3.51 3 .320 
Prepositions 
Aux. Verbs 

12.8 
11.6 

11.8-13.8 
11.2-12.4 

12.4 
11.6 

11.6-13.3 
10.9-12.3 

13.3 
11.3 

12.5-14.3 
10.9-12.2 

13.2 
11.7 

12.5-14.1 
11.4-12.6 

11.82 
5.29 

3 
3 

.008 

.152 

∗∗ 

Adverbs 7.9 7.4-9.0 8.7 7.9-9.5 7.5 6.8-9.2 8.5 7.6-9.4 8.06 3 .045 ∗ 

Conjunctions 
Negations 
Verbs 

4.9 
0.9 
21.8 

4.0-5.6 
0.5-1.1 

20.6-23.3 

4.9 
0.6 
21.4 

4.4-5.5 
0.5-1.0 

20.1-22.4 

5.0 
0.7 
20.7 

4.4-5.4 
0.5-0.9 

19.7-22.0 

5.0 
0.8 
21.2 

4.1-5.5 
0.5-1.0 

20.1-22.8 

0.73 
2.72 
6.31 

3 
3 
3 

.865 

.436 

.098 
Adjectives 
Quantifiers 

6.7 
2.1 

6.1-7.4 
1.5-2.9 

6.7 
2.1 

5.9-7.5 
1.8-2.5 

6.7 
2.1 

6.1-7.5 
1.7-2.5 

7.0 
2.2 

6.1-7.9 
1.7-2.6 

1.43 
0.51 

3 
3 

.699 

.916 
∗? < .05, ∗∗? < .01, ∗∗∗? < .001 
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Table 6. LIWC analysis (Kruskal-Wallis) of system responses in all study groups (# = 50 each) for psychological 
processes. 

Group A Group B Group C Group D Statistics 

Mdn IQR Mdn IQR Mdn IQR Mdn IQR H df p 

Drives 
Drives 
Affiliation 
Achievement 
Power 

5.1 
1.9 
2.1 
1.0 

4.4-6.1 
1.5-2.4 
1.6-2.9 
0.6-1.5 

5.3 
2.1 
2.0 
0.9 

4.6-5.7 
1.5-2.9 
1.6-2.4 
0.7-1.4 

5.9 
1.6 
2.7 
0.9 

4.8-6.7 
1.3-2.7 
2.0-3.2 
0.6-1.3 

5.1 
2.1 
1.8 
1.0 

4.0-6.1 
1.6-2.6 
1.5-2.4 
0.5-1.4 

6.64 
1.85 
17.88 
0.01 

3 
3 
3 
3

.084 

.604 

.000 
1.000 

∗∗∗

Cognition
Cognition 
All or None 
Cognitive Proc. 
Insight 
Cause 
Discrepancy 
Tentative 
Certitude 
Differentiation 
Memory 

32.5 
0.7 
22.4 
8.0 
3.6 
3.7 
4.7 
2.3 
2.7 
0.0 

30.8-33.8 
0.3-0.9 

21.0-23.7 
6.8-8.7 
2.8-5.1 
2.8-4.2 
3.4-5.6 
1.4-3.0 
2.1-3.3 
0.0-0.2 

32.1 
0.6 
21.4 
8.5 
4.0 
3.2 
4.0 
2.3 
3.0 
0.0 

30.6-34.3 
0.4-0.8 

20.4-23.8 
7.4-9.1 
3.2-4.7 
2.3-3.8 
3.1-4.8 
1.6-2.8 
2.0-3.4 
0.0-0.1 

31.0 
0.4 
22.2 
7.8 
3.6 
3.2 
4.6 
1.4 
3.0 
0.0 

29.6-33.2 
0.2-0.6 

21.0-23.7 
7.3-8.9 
2.9-4.1 
2.7-3.9 
3.3-5.6 
1.0-2.0 
2.5-3.6 
0.0-0.2 

32.7 
0.4 
22.9 
7.9 
2.8 
3.3 
5.3 
1.3 
3.4 
0.0 

30.6-33.9 
0.3-0.6 

20.8-24.9 
7.0-9.0 
2.3-3.6 
2.8-3.7 
4.5-6.4 
0.8-2.0 
2.8-4.2 
0.0-0.1 

6.06 
17.36 
2.62 
4.75 
21.23 
6.97 
23.55 
28.42 
13.94 
1.44 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 

.109 

.001 

.453 

.191 

.000 

.073 

.000 

.000 

.003 

.696 

∗∗∗ 

∗∗∗ 

∗∗∗ 

∗∗∗ 

∗∗ 

Affect 
Affect 
Pos. Tone 
Neg. Tone 
Emotion 
Pos. Emotion 
Neg. Emotion 
Anxiety 
Anger 
Sadness 
Swear Words 

8.5 
5.9 
2.7 
4.0 
1.4 
1.9 
0.5 
0.6 
0.3 
0.0 

7.7-9.6 
4.0-6.9 
1.8-3.4 
3.4-4.4 
1.0-2.1 
1.4-2.4 
0.3-0.9 
0.3-1.0 
0.0-0.5 
0.0-0.0 

8.4 
5.5 
2.4 
3.5 
1.3 
1.7 
0.4 
0.5 
0.3 
0.0 

7.7-9.0 
4.5-6.6 
1.8-3.1 
3.0-4.4 
1.1-2.1 
1.3-2.1 
0.2-0.8 
0.4-0.8 
0.2-0.5 
0.0-0.0 

7.8 
5.3 
2.0 
3.0 
1.3 
1.3 
0.3 
0.4 
0.2 
0.0 

6.8-8.2 
4.5-6.1 
1.2-2.7 
2.4-4.0 
0.9-1.8 
0.9-2.1 
0.0-0.7 
0.3-0.8 
0.0-0.3 
0.0-0.0 

7.4 
5.6 
1.9 
3.0 
1.3 
1.3 
0.3 
0.5 
0.2 
0.0 

6.5-8.5 
3.9-6.4 
1.4-2.3 
2.3-3.7 
0.7-2.0 
0.9-1.6 
0.1-0.4 
0.3-0.7 
0.0-0.5 
0.0-0.0 

21.00 
1.62 
17.97 
33.70 
2.48 
21.48 
15.54 
1.52 
6.41 

3 
3 
3 
3 
3 
3 
3 
3 
3 

.000 

.655 

.000 

.000 

.478 

.000 

.001 

.677 

.093 

∗∗∗ 

∗∗∗ 

∗∗∗ 

∗∗∗ 

∗∗ 

Social Processes 
Social Proc. 
Social Beh. 
Prosocial 
Politeness 
Conflict 
Moral 
Communication 
Social Ref. 
Family 
Friends 
Female 
Male 

16.7 
5.6 
2.1 
0.2 
0.2 
0.3 
1.6 
10.8 
0.0 
0.0 
0.0 
0.0 

15.0-17.7 
4.5-6.4 
1.5-2.7 
0.0-0.4 
0.0-0.5 
0.0-0.6 
1.1-2.2 
9.7-11.7 
0.0-0.0 
0.0-0.1 
0.0-0.4 
0.0-0.1 

16.3 
5.5 
1.9 
0.2 
0.2 
0.2 
1.6 
10.9 
0.0 
0.0 
0.0 
0.0 

15.1-18.3 
4.5-6.1 
1.5-2.5 
0.0-0.4 
0.0-0.5 
0.0-0.4 
1.1-2.1 
9.8-12.4 
0.0-0.1 
0.0-0.5 
0.0-0.5 
0.0-0.3 

16.5 
5.3 
1.9 
0.2 
0.2 
0.2 
1.7 
11.3 
0.0 
0.0 
0.0 
0.0 

15.2-18.3 
4.1-6.5 
1.2-2.8 
0.0-0.4 
0.0-0.4 
0.0-0.3 
1.0-2.3 
9.9-12.2 
0.0-0.0 
0.0-0.2 
0.0-0.5 
0.0-0.2 

16.8 
5.3 
2.0 
0.2 
0.3 
0.1 
2.1 
11.3 
0.0 
0.0 
0.0 
0.0 

15.5-17.8 
4.6-6.4 
1.4-2.4 
0.0-0.4 
0.1-0.5 
0.0-0.3 
1.6-2.5 

10.2-12.3 
0.0-0.1 
0.0-0.1 
0.0-0.5 
0.0-0.4 

0.68 
0.53 
0.71 
0.29 
3.93 
8.81 
7.59 
2.43 
3.14 
3.02 
0.08 
4.77 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 

.879 

.912 

.871 

.962 

.269 

.032 

.055 

.488 

.371 

.389 

.994 

.190 

∗ 

∗? < .05, ∗∗? < .01, ∗∗∗? < .001 
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Group A Group B Group C Group D Statistics 

p Mdn IQR Mdn IQR Mdn IQR Mdn IQR H df 

Culture 
Culture 
Politics 
Ethnicity 
Technology 

0.0 
0.0 
0.0 
0.0 

0.0-0.3 
0.0-0.0 
0.0-0.0 
0.0-0.1 

0.1 
0.0 
0.0 
0.0 

0.0-0.2 
0.0-0.1 
0.0-0.0 
0.0-0.1 

0.0 
0.0 
0.0 
0.0 

0.0-0.2 
0.0-0.0 
0.0-0.0 
0.0-0.1 

0.1 
0.0 
0.0 
0.0 

0.0-0.3 
0.0-0.0 
0.0-0.0 
0.0-0.2 

0.85 
2.43 
4.06 
0.82 

3 
3 
3 
3 

.838 

.487 

.255 

.844 

Lifestyle 
Lifestyle 
Leisure 
Home 
Work 
Money 
Religion 

2.5 
0.0 
0.0 
2.1 
0.0 
0.0 

2.0-3.0 
0.0-0.3 
0.0-0.0 
1.6-2.7 
0.0-0.5 
0.0-0.0 

1.9 
0.0 
0.0 
1.6 
0.0 
0.0 

1.3-2.9 
0.0-0.2 
0.0-0.0 
1.1-2.2 
0.0-0.3 
0.0-0.0 

2.6 
0.0 
0.0 
2.4 
0.2 
0.0 

2.0-3.4 
0.0-0.2 
0.0-0.0 
1.5-3.0 
0.0-0.4 
0.0-0.0 

1.8 
0.0 
0.0 
1.6 
0.1 
0.0 

1.4-2.9 
0.0-0.4 
0.0-0.0 
1.1-2.3 
0.0-0.3 
0.0-0.0 

13.69 
2.84 
0.53 
16.48 
2.34 
0.40 

3 
3 
3 
3 
3 
3 

.003 

.417 

.913 

.001 

.505 

.941 

∗∗

∗∗∗

Physical
Physical 
Health 
Illness 
Wellness 
Mental 
Substances 
Sexual 
Food 
Death 

0.6 
0.4 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.3-0.9 
0.2-0.8 
0.0-0.0 
0.0-0.4 
0.0-0.2 
0.0-0.0 
0.0-0.0 
0.0-0.0 
0.0-0.0 

0.5 
0.3 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.2-0.7 
0.2-0.6 
0.0-0.0 
0.0-0.2 
0.0-0.2 
0.0-0.0 
0.0-0.0 
0.0-0.0 
0.0-0.0 

0.4 
0.3 
0.0 
0.1 
0.0 
0.0 
0.0 
0.0 
0.0 

0.3-0.8 
0.2-0.4 
0.0-0.0 
0.0-0.2 
0.0-0.2 
0.0-0.0 
0.0-0.0 
0.0-0.0 
0.0-0.0 

0.4 
0.2 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.2-0.7 
0.0-0.4 
0.0-0.0 
0.0-0.2 
0.0-0.0 
0.0-0.0 
0.0-0.0 
0.0-0.0 
0.0-0.0 

4.91 
7.24 
1.55 
2.53 
7.66 
3.73 

1.80 
3.00 

3 
3 
3 
3 
3 
3 

3 
3 

.178 

.065 

.671 

.470 

.053 

.292 

.616 

.392 

States 
Need 
Want 
Acquire 
Lack 
Fulfill 
Fatigue 

0.4 
0.3 
0.7 
0.0 
0.0 
0.0 

0.3-0.7 
0.1-0.5 
0.4-1.0 
0.0-0.0 
0.0-0.2 
0.0-0.1 

0.4 
0.2 
0.6 
0.0 
0.0 
0.0 

0.2-0.7 
0.0-0.4 
0.4-0.9 
0.0-0.0 
0.0-0.2 
0.0-0.0 

0.3 
0.2 
0.6 
0.0 
0.0 
0.0 

0.2-0.7 
0.1-0.4 
0.4-0.9 
0.0-0.2 
0.0-0.2 
0.0-0.0 

0.3 
0.3 
0.6 
0.0 
0.0 
0.0 

0.1-0.5 
0.2-0.5 
0.3-0.8 
0.0-0.0 
0.0-0.1 
0.0-0.0 

4.85 
4.28 
3.10 
16.30 
1.47 
6.96 

3 
3 
3 
3 
3 
3 

.183 

.233 

.377 

.001 

.689 

.073 

∗∗∗

Motives 
Reward 
Risk 
Curiosity 
Allure 

0.0 
0.3 
0.5 
8.7 

0.0-0.3 
0.0-0.5 
0.2-0.6 
8.1-10.0 

0.2 
0.2 
0.5 
9.2 

0.0-0.3 
0.0-0.4 
0.3-0.7 
8.4-9.9 

0.2 
0.2 
0.6 
8.5 

0.0-0.5 
0.0-0.5 
0.3-0.9 
7.3-9.7 

0.1 
0.2 
0.5 
8.4 

0.0-0.2 
0.1-0.4 
0.3-0.7 
7.4-9.5 

5.76 
0.40 
4.75 
5.63 

3 
3 
3 
3 

.124 

.941 

.191 

.131 

Perception
Perception 
Attention 
Motion 
Space 
Visual 
Auditory 
Feeling 

10.9 
0.4 
1.6 
3.8 
0.4 
1.9 
2.7 

10.1-11.5 
0.3-0.8 
1.1-2.0 
3.3-4.2 
0.1-0.6 
1.4-2.3 
2.3-3.3 

11.3 
0.4 
1.6 
4.5 
0.4 
2.0 
2.7 

10.5-12.3 
0.2-0.5 
1.1-1.8 
3.8-4.9 
0.2-0.6 
1.5-2.3 
2.4-3.2 

10.7 
0.5 
1.6 
4.4 
0.5 
1.6 
2.5 

10.0-11.9 
0.2-0.9 
1.3-1.9 
3.3-5.2 
0.3-0.8 
1.4-2.0 
1.9-2.9 

10.9 
0.5 
1.7 
4.7 
0.7 
1.3 
2.0 

9.9-11.9 
0.3-0.7 
1.1-2.0 
3.9-5.4 
0.5-1.1 
0.9-1.7 
1.6-2.4 

3.40 
5.66 
1.67 
13.68 
28.25 
27.12 
36.65 

3 
3 
3 
3 
3 
3 
3 

.334 

.129 

.643 

.003 

.000 

.000 

.000 

∗∗
∗∗∗
∗∗∗
∗∗∗

Time 
Time 
Focus 
Focus 
Focus 

Orientation 

Past 
Pres. 
Future 

3.4 
3.2 
7.9 
1.5 

2.7-4.1 
1.7-5.1 
7.1-8.7 
0.9-2.3 

4.0 
3.7 
7.9 
1.5 

3.4-4.4 
2.5-4.7 
6.8-8.9 
0.9-1.8 

3.1 
2.7 
8.0 
1.5 

2.3-4.5 
1.8-3.9 
7.2-9.0 
1.1-2.2 

3.2 
2.4 
8.2 
1.4 

2.7-4.1 
1.6-3.3 
7.6-9.2 
1.0-2.0 

9.70 
14.21 
5.06 
1.32 

3 
3 
3 
3 

.021 

.003 

.167 

.724 

∗
∗∗

Conversation 
Netspeak 
Assent 
Nonfluency 
Filler 

0.0 
0.0 
0.9 
0.2 

0.0-0.0 
0.0-0.1 
0.8-1.2 
0.0-0.3 

0.0 
0.0 
1.0 
0.2 

0.0-0.0 
0.0-0.2 
0.7-1.2 
0.0-0.3 

0.0 
0.0 
1.0 
0.0 

0.0-0.0 
0.0-0.2 
0.8-1.2 
0.0-0.1 

0.0 
0.1 
1.1 
0.0 

0.0-0.0 
0.0-0.2 
0.9-1.5 
0.0-0.0 

3.60 
2.97 
5.27 
41.85 

3 
3 
3 
3 

.307 

.396 

.153 

.000 ∗∗∗

∗ ? < .05, ∗∗ ? < .01, ∗∗∗ ? < .001 

Table 7. LIWC analysis (Kruskal-Wallis) of system responses in all study groups (# = 50 each) for expanded 
variables. 
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Table 8. Pairwise group comparisons using Dunn-Bonferroni-Holm post-hoc testing for selected general and 
linguistic LIWC measures, including median difference between groups ("3=38 5 5 ). 

Groups Mdn diff Z p holm 

Summary 
Word Count A - D 

B - D 
C - D 

-74.75 
-70.25 
-71.50 

-4.37 
-4.50 
-3.57 

< 0.001 
< 0.001 
< 0.001 

*** 
*** 
*** 

Analytic B - C -5.16 -2.81 0.015 * 

Authentic A - B 
A - D 

-12.96 
-11.70 

-3.44 
-3.48 

0.001 
0.002 

** 
** 

WPS A - C 
B - C 
C - D 

-1.77 
-1.23 
1.26 

-4.77 
-3.41 
3.53 

< 0.001 
0.001 
0.001 

*** 
** 
** 

Linguistic 
1PL (we, …) A - D 

B - D 
C - D 

-0.13 
-0.13 
-0.13 

-4.88 
-3.19 
-3.83 

< 0.001 
0.003 
< 0.001 

*** 
** 
*** 

∗? < .05, ∗∗? < .01, ∗∗∗? < .001 
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Table 9. Pairwise group comparisons using Dunn-Bonferroni-Holm post-hoc testing for selected LIWC 
measures of cognition, affect and perception, including median difference between groups ("3=38 5 5 ). 

Groups Mdn diff Z p holm 

Cognition
All or None A - C 

B - C 
A - D 
B - D 

0.29 
0.20 
0.24 
0.15 

3.34 
2.99 
2.84 
2.49 

0.003 
0.007 
0.009 
0.019 

** 
** 
** 
* 

Cause A - D 
B - D 
C - D 

0.73 
1.12 
0.77 

3.55 
4.32 
2.74 

< 0.001 
< 0.001 
0.012 

*** 
*** 
* 

Tentative A - D 
B - D 
C - D 

-0.56 
-1.27 
-0.70 

-2.81 
-4.79 
-3.01 

0.010 
< 0.001 
0.006 

** 
*** 
** 

Certitude A - C 
B - C 
A - D 
B - D 

0.87 
0.86 
0.92 
0.91 

3.54 
3.23 
4.23 
3.92 

< 0.001 
0.002 
< 0.001 
< 0.001 

*** 
** 
*** 
*** 

Differentiation A - D 
B - D 

-0.72 
-0.42 

-3.40 
-2.95 

0.002 
0.008 

** 
** 

Affect 
Affect A - C 

B - C 
A - D 
B - D 

0.71 
0.61 
1.05 
0.95 

3.36 
2.40 
3.89 
2.93 

0.002 
0.025 
< 0.001 
0.007 

** 
* 
*** 
** 

Neg. Tone A - C 
B - C 
A - D 
B - D 

0.71 
0.40 
0.71 
0.41 

3.14 
2.19 
3.62 
2.67 

0.004 
0.043 
< 0.001 
0.015 

** 
* 
*** 
* 

Emotion A - C 
B - C 
A - D 
B - D 

1.02 
0.49 
1.07 
0.55 

4.17 
2.55 
5.20 
3.58 

< 0.001 
0.016 
< 0.001 
< 0.001 

*** 
* 
*** 
*** 

Neg. Emotion A - C 
A - D 
B - D 

0.62 
0.60 
0.46 

3.13 
4.13 
3.11 

0.004 
< 0.001 
0.004 

** 
*** 
** 

Anxiety A - C 
A - D 
B - D 

0.18 
0.22 
0.19 

2.77 
3.47 
2.57 

0.014 
0.002 
0.020 

* 
** 
* 

Perception
Visual A - C 

B - C 
A - D 
B - D 
C - D 

-0.15 
-0.17 
-0.31 
-0.32 
-0.16 

-2.13 
-2.42 
-4.38 
-4.67 
-2.25 

0.033 
0.031 
< 0.001 
< 0.001 
0.037 

* 
* 
*** 
*** 
* 

∗ ? < .05, ∗∗ ? < .01, ∗∗∗ ? < .001 
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