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Abstract
We investigate the impact of Augmented Reality (AR) and Virtual
Reality (VR) on cognitive load and enjoyment in the context of
games and immersive experiences. To investigate this issue, we
conducted a user study with 60 participants, who played in an
escape room either in AR or VR using the same hardware. We mea-
sured the mental demands of these technologies both subjectively
with standardized questionnaires and objectively with eye-tracking
and behavior measurements. Our analysis reveals that the cognitive
load in AR is significantly higher than in VR. Moreover, presence
and usability were higher in VR despite the same hardware and
game used. Thus, our results suggest that AR game designers need
to consider increased cognitive load to ultimately enhance user
experience and performance. In summary, our findings show the
different prerequisites that the two technologies have regarding
their impact on cognitive load and enjoyment.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI).
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1 Introduction
Extended Reality (XR), such as Augmented Reality (AR) and Virtual
Reality (VR), has been shown to be effective in extending the pos-
sibilities of games and immersive experiences [17, 53]. Both bring
unique options to extend the game flow. While AR extends the
physical world by presenting virtual objects in combination with
the real world [1, 7], VR overlays an entirely new world on top of
the real world. This brings unique opportunities but may come with
its own challenges for XR game designers. The user experience is
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a key factor in determining the success of XR. A high cognitive
load (CL) can lead to frustration, inefficiency, and ultimately to a
reduction in user experience [28]. The impact of CL on immersive
experiences due to technological use is yet unclear.

Previous work has focused on various aspects of AR and VR,
including their potential applications, benefits, and limitations. Stud-
ies have shown that both can enhance user immersion and presence
in virtual environments [31, 47, 51]. However, little attention has
been paid to the specific impact of AR and VR technologies on co-
herence [58], CL [9, 21, 58], and enjoyment. Thus, there is a need for
research investigating the cognitive demands of XR environments.
While AR and VR are often used for different purposes, the same
game can often be played in different form factors (e.g., on a mo-
bile device and/or a large flat screen). The impact of experiencing
the same environment in AR or VR on user experience, including
coherence, cognitive load, and enjoyment, remains unclear.

We designed and implemented a single-player XR escape room
with three puzzles to address this knowledge gap. We implemented
the same experience in AR and in VR. For this, we used the same
Varjo XR-3 headset to keep the impact of the technology on the ex-
perience low. We conducted a between-subjects user study (N=60)
to measure the mental demands of these technologies both sub-
jectively with standardized questionnaires and objectively using
eye-tracking and behavioral measurements.

Our analysis confirms that presence was higher in VR despite the
same hardware and game being used. Combined with the MREQ
questionnaire results, we show lower coherence in the AR condition.
We attribute this to the split attention between real and digital
elements in the game. Moreover, with respect to CL measures, pupil
change and task completion time in AR are significantly higher
than in VR; however, we could not identify a difference via blink
rate and raw NASA-TLX. Finally, we attribute VR to a generally
higher enjoyment, but this might be affected by the fact that we
used a single-user escape room. Based on our results, we derive
general design implications for cognitively demanding applications
in XR as well as separate requirements for AR and VR.

2 Related Work
Next, we give a brief overview of existing research that deals with
(XR) escape rooms, measuring CL and enjoyment in XR environ-
ments, and directly comparing CL and enjoyment in AR and VR.
Based on our insights, as well as the concepts of the split-attention
effect and processing fluency, we derive three hypotheses that we
want to investigate in this paper.
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2.1 (XR) Escape Rooms as Research Tool
Previous research shows that escape rooms have the potential as
gamified environments for research [14, 25, 33], education [16, 23,
34, 36, 42, 56], and collaboration [5, 18, 26, 52, 57]. Kleinman and
Harteveld [25] state that “escape rooms have much untapped poten-
tial as opportunities to research complex problem solving, learning,
and reflection in a gamified environment.” Moreover, according to
Krekhov et al. [29] the amount of research in this area has increased
due to the raising popularity of escape games in society. One com-
mon practice is to enhance escape room designs with digital aspects
[2, 4, 16, 23–25, 36, 43, 44, 52, 56]. Beyond adding digital aspects,
researchers have also incorporated XR escape elements into the
game rooms [5, 15, 18, 26, 29, 33, 40, 42, 57]. Finally, only a few
studies have investigated fully digital escape rooms [14, 34, 61].

In the context of education, the concept “escape room” was
tested as learning environment for schools [5, 23, 36, 43], and uni-
versities [4, 16, 44, 56]. There, it was primarily used for teaching
computer science-related concepts and developing analytical think-
ing. For example, Back et al. [2] investigated an escape room as an
interactive learning experience within a museum exhibition.

Kihara et al. [24], Maragkoudaki and Kalloniatis [34] used escape
rooms as a means to provoke an increase in privacy awareness, and
Paraschivoiu et al. [42] developed an AR escape room to educate
people on how to identify and fight fake news. Holly et al. [15]’s
work showed, i.e., how an XR escape room can give insights about
the skills of a potentially new co-worker during the hiring process.

As escape rooms are often designed to be solved by groups, there
is also research that uses them as motivation for collaboration.
While Shakeri et al. [52] used a distributed real-life escape room to
gain insights about remote collaboration, Itenge et al. [18], Knoll
et al. [26], Warmelink et al. [57] created escape rooms to show their
potential for co-located and remote collaboration when utilizing
the benefits of AR/MR. Zou et al. [61] showed how an VR escape
room can be a place for collaboration that also mitigates ageism.

Furthermore, Madsen et al. [33] studied the fear-inducing effects
of different NPCs in an AR horror escape room, while Hirsch et al.
[14] examined the emotional connectedness between asynchronous
players in an escape room by visualizing the players’ heart rate as
hearts in VR. Finally, Nikkarikoski et al. [40] presents the possibility
of AR offering escape rooms independent of the room size, as they
created a dollhouse-size escape room for a tabletop game.

2.2 Cognitive Load in AR and VR Environments
Generally, CL can be measured using a variety of metrics; for a full
literature review, see Kosch et al. [28]. The NASA-TLX question-
naire [12] is commonly used to measure overall workload, which
includes CL in HCI [11, 21]. Most papers about CL in XR envi-
ronments use it to measure the participants’ CL during their user
studies [9, 58, 60]. Kockord and Bodensiek [27] employed an alterna-
tive method and utilized various subjective measurement methods,
including the presence questionnaire and interviews. Moreover,
research utilizes measures to assess CL behavioral metrics, such as
time performance, task performance, and error rate (cf. [9, 31, 32]).
Furthermore, objective measurements capture data in real-time that
can correlate with subjective data [21]; for example, physiological
data such as eye-tracking or electroencephalogram (EEG), e.g., Chao

et al. [9], Drouot et al. [11], Jeffri and Awang Rambli [21]. Two of
them utilized eye-tracking, specifically pupil size and blink rate,
as additional measurement instruments [11, 21]. Three mentioned
the use of EEG [21], head tracking [58], and a combination of heart
rate, galvanic skin response, and heart rate variability [9].

Jeffri and Awang Rambli [21] reviewed correlations between
CL and task performance in AR. They show a positive correlation
between CL and task performance, meaning that a low CL can
lead to better time performance. In an AR assembly task, Drouot
et al. [11] compared AR manuals with digital text-based manuals,
and the level of CL was equal for both conditions in the complex
task variant but not in the simple tasks. Thus, Drouot et al. [11]
recommend carefully weighing the advantages of AR. In a similar
task, Kockord and Bodensiek [27] found that MR increases the CL
in cases where users have little to no experience with MR before. In
contrast, Loch et al. [31] show that the AR system has significantly
improved task performance as well as error rates compared to
video instructions. Chao et al. [9] investigated CL differences in
VR compared to regular manuals and multi-media films. While
the NASA-TLX results had no significant differences, participants’
CL was slightly lower in VR. Additionally, VR showed the best
results in terms of time performance and error rate. Luong et al.
[32] investigating CL in more complex scenarios through scenarios
in which multiple tasks must be performed. They show that CL
increases more when addressing two different sensory channels.
Xi et al. [58], Zhao et al. [60] investigated CL within a purchasing-
related task, directly comparing AR and VR. Zhao et al. [60] showed
that CL in AR and VR differed, which mainly depends on their
different effects on sensory channels. In a shopping task, Xi et al.
[58] found a significantly higher CL when using XR technologies
compared to the non-XR condition.

In summary, the literature shows that the CL in an AR scenario
tended to rise when compared to other scenarios, such as purely
physical scenarios [27], information displayed on a desktop [11],
video-based information [31], and even compared to VR [58]. VR
technology, on the other hand, had a significantly lower CL com-
pared to text-based content and virtual 2D content [9].

2.3 Enjoyment in AR and VR Environments
Humans generally perceive enjoyment when their intrinsic needs
are satisfied [46]. Martin et al. [35] argue that the level of motiva-
tion is closely linked to the degree of enjoyment. Enjoyment is also
dependent on the perceived sense of presence [19]. Furthermore,
Müller et al. [38] emphasize the positive effects of enjoyment on
user experience, whereby the latter is closely related to the level
of CL [11]. Ou Yang et al. [41] investigated the effects of AR on
learning effectiveness and enjoyment of learning. They empha-
size that AR can make learning applications more effective and
engaging and that AR has great potential for use in the context of
learning and teaching. Qin [46] examined the appearing levels of
enjoyment and user experience in the mobile AR game Pokémon
Go. They found a relation between the degree of enjoyment and the
satisfaction of two needs: autonomy and competence. Furthermore,
enjoyment showed no notable interconnection with the feeling of
presence [46]. In the context of VR gaming, Jang and Park [19]
investigated factors to increase willingness to play VR games. They
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show that extensive interactivity and perceived elaborate control
in the application positively affected enjoyment. Furthermore, Jang
and Park [19] emphasize that a high engagement can be evoked by
rich interactivity and immersion, as well as an appealing user expe-
rience design. Mouatt et al. [37] highlighted that high-immersion
VR applications achieved more positive results than low-immersion
or no VR. With respect to AR and VR, Jung et al. [22], Yu et al. [59]
investigated how AR and VR can enhance the enjoyment of visitors
in the tourist industry. Within their research, however, AR and VR
technologies were always considered as a whole and were not sepa-
rated. [22] emphasize that AR and VR technologies can improve the
visitor experience in tourism-related contexts. This relates, above
all, to the satisfaction and enjoyment of tourists. [22] highlight that
these effects are mainly caused by high-quality applications rather
than low-quality implementations. Finally, Yu et al. [59] argue that
AR and VR can foster enjoyment and motivation in general.

2.4 Split-Attention-Effect & Processing Fluency
The emergence of cognitive workload can be explained by the na-
ture and functioning of human memory. According to the Cognitive
Load Theory, the split-attention effect can occur during the process-
ing of information [8, 55]. This effect occurs when several possibly
interlinked sources of information are displayed separately [55].
This means that the user has to switch their attention between
these two sources to process all the presented stimuli. This can
raise the number of mental resources required, which ultimately
leads to an increase in the extraneous CL. The split-attention effect,
therefore, occurs above all when the user has difficulty recognizing
the connection between two or more presented interconnected
stimuli in the same environment [8]. This may be because they are
not designed uniformly enough and are too far apart.

In AR environments, real and virtual objects can differ in their
visual representation and can, therefore, be perceived as visual stim-
uli originating from two distinct sources. Moreover, according to
the concept of processing fluency, a break in the consistency of mul-
tiple stimuli can lead to difficulties in information processing [45].
A high level of processing fluency can be achieved by providing
consistency between the stimulus and its context. This fact shows
that it can be problematic for AR applications to provide a high
level of processing fluency, as there is a break in the consistency of
the environment due to the virtual objects placed in the real world.
The difficulty with AR lies in connecting and merging two different
worlds, the real and the virtual world, in such a way that the user
perceives their environment as consistent. If this is not the case,
it can lead to a lower level of processing fluency and thus to an
increased CL [50]. In VR, the kind of break in consistency described
above cannot exist, as it consists purely of virtual objects.

2.5 Implications and Research Gap
Based on related work, we formulate three hypotheses that we want
to investigate with this research. In an AR scenario, the user must
categorize virtual and physical objects simultaneously and recog-
nize their connection [58]. Thus, the user’s memory is addressed
by two different sources, which is also related to the split-attention-
effect [55]. Furthermore, this inconsistency in visual representation

of these two stimuli makes information processing harder accord-
ing to the concept of processing fluency [45]. In a well-designed AR
application, users should not encounter any difficulties recognizing
the common context between the real and virtual environments.
This is because both need to be merged seamlessly throughout the
whole AR experience [50]. However, this break in consistency is
one of the natural characteristics of current AR scenarios, which is
not the case in VR. From this, we derive our first hypothesis (H1):
The perceived coherence in VR is higher than in AR.

Furthermore, more cognitive resources are required when people
must consider objects presented by two different technologies in
the same environment, such as AR and VR, than when considering
objects presented by just one [58]. Furthermore, AR tends to evoke
higher levels of CL than VR because users need to pay attention
to real-world elements and virtual objects simultaneously. Related
work provides evidence that AR led to the highest amounts of CL
in comparison to non-AR scenarios [11, 27, 31], and even compared
to VR [58, 60]. These findings lead us to formulate the following
hypothesis (H2): The CL in AR is higher than in VR.

Our literature review found that both AR and VR have great po-
tential to be enjoyable for their participants; however, there are no
direct comparisons regarding their different effects on enjoyment.
Thus, there is no verifiable evidence yet as to whether one of the
two technologies generally triggers a higher level of enjoyment
than the other [22, 59]. Since a high sense of presence has a positive
influence on the CL [39] and given our H2, the telepresence in VR
is stronger than the local presence in AR. Further, the degree of
presence can positively influence enjoyment [19]. In addition, AR
applications require more cognitive resources from their users than
VR applications [55], which may lead to higher frustration [13] and,
consequently, less enjoyment compared to VR. Consequently, we
propose our third hypothesis (H3): Participants perceive more
enjoyment in VR than in AR.

With this contribution to our research, we want to make state-
ments regarding CL in XR applications. We will also examine vari-
ous triggers for CL, including enjoyment and a sense of presence. To
the best of our knowledge, we are the first to compare CL between
AR and VR using the same HMD for both technologies, and we also
provide a direct comparison of their effects on enjoyment.

3 Escape Room Design
To investigate the mental demands that AR and VR each cause,
we have developed an escape room that can be played in both
technologies. In this section, Section 3.1 will first deal with the
story behind the escape room, and in Section 3.2, we will explain
in detail the puzzles that had to be solved to win the escape room.

3.1 Story
The fictional story of the escape room revolves around Dr. Noah
Johnson, a former university employee who has recently retired.
Unfortunately, he forgot to pass the password on to his email inbox,
which receives daily emails from students seeking study advice.
The player takes on the role of his successor, who must find the
credentials to answer them. Therefore, they have to search for clues
in the former office of Dr. Johnson that point to the password.
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Figure 1: Basic sketch of the escape room with the positions
of the props, clues, and stars.

3.2 Puzzles
The player had 10 minutes to solve the escape room. The main
theme was related to stars and light, while the task was: “Follow the
Stars!” To win, the player had to solve three puzzles in the office,
which was a rectangular room and consisted of two bookshelves, a
desk, two windows, and a sofa, as shown in Figure 1.

There were also smaller props that the player could gradually
discover. In the beginning, the player did not yet see any stars,
which meant they had to search the room for them. An abstract
painting of a fish hung on the right-hand wall. The fish was a clue
that the player should have kept in mind as the game progressed.
There was also a fairy light hanging above the desk, which Dr.
Johnson had hung there as decoration. This had no function at first.
The positions of all the smaller props are also shown in Figure 1.

(a) AR (b) VR

(c) AR (d) VR

Figure 2: Components of the puzzle in AR and VR.

3.2.1 Puzzle 1. A paper note was hidden on the desk that said:
“STARt at the window!” Of the two windows in the room, one of
them had closed curtains, while the other was uncovered. If the
player opened the curtain in front of one of the windows and looked
out, a virtual constellation of stars could be seen, as illustrated in
Figure 2. This constellation belonged to the zodiac sign Pisces. Once
this constellation was discovered, the first puzzle was completed.

3.2.2 Puzzle 2. There was a card stuck to the bookcase in the room.
This card read: “STARS CAN’T SHINE WITHOUT DARKNESS.” This
implied that the player should switch off the ceiling light by using
the light switch. As soon as the room was darker, a virtual starry
sky appeared on the ceiling. There were 18 stars in this starry sky,
five of which glowed yellow. The remaining thirteen stars were
grayed out. The player now had to recreate the constellation that
they discovered on the window in Puzzle 1. As this consisted of
eight stars, the player had to find the remaining three in the office
to complete the constellation in the sky. Two stars could be found
inside books placed on the bookshelf on the left-hand side of the
room. The third star was located in the top drawer of the bookshelf
on the right-hand side of the room. Each of the hidden stars had a
fixed position in the constellation in the virtual sky. The grayed-out
stars served as placeholders under which the player had to find
the correct positions. As soon as the player had properly placed
all three stars, the constellation began to twinkle, and the second
puzzle was solved.

3.2.3 Puzzle 3. Once Puzzle 2 was solved, the fairy light hanging
above the desk was activated. Not all of the differently colored bulbs
were flashing, but only four of the eight in total. Furthermore, an
eight-digit code appeared under it: “70SA2MO3.”. The player had to
check which characters were under the flashing light bulbs. These
were the numbers “0203,” which were the first part of the password.
On the left-hand bookshelf, there was a picture of a wedding by
Dr. Johnson, showing the wedding date. However, only the year
“1991” was readable, which was the second part of the password.
Dr. Johnson’s full wedding date is, therefore, March 2, 1991. 1991
has the same astrological ruler as 1956, Dr. Johnson’s birth year.
On this day in March, the sun is in the constellation of Pisces.
This is the connection between the Pisces painting and the star
constellation from Puzzles 1 and 2. As soon as the player entered the
correct password "02031991" into the computer on the desk, they
gained access to the mailbox, and the escape game was won. The
exact sequence of the escape room is visualized in Figure 3. Ideally,
the puzzles would be solved in this order, but elements from later
puzzles could be unlocked without completing earlier ones. Players
could even solve Puzzle 2 through trial and error without seeing
the constellation template from Puzzle 1. However, solving Puzzle
2 was required to activate the props of Puzzle 3, which ultimately
revealed the password.

4 User Study
We implemented our escape room idea in AR and VR. This allows
us to investigate our hypotheses. Moreover, we opted for a between-
subject design, as the puzzles were identical in both versions. As
the puzzles can not be solved twice. In the end, we had 60 players
play our escape room game.
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Figure 3: Ideal sequence of puzzles.

4.1 Apparatus
We developed an escape room using the Varjo XR-3 MR headset,
which allowed us to use the same device for both AR and VR con-
ditions. This made the results of our user study more comparable.

We provided HTC Vive controllers for grabbing virtual objects
in both scenarios, utilizing the trigger button. A white ray was dis-
played from the controller to indicate tangible objects and provide
distance visualization. To enhance immersion, we used over-ear
headphones to deliver sound effects that responded to users’ ac-
tions. This created a higher degree of immersion and eliminated
distracting environmental noises. In both conditions, the timer for
the escape room was shown above the room entry/exit door.

Both experiences took place in the same room. In the AR condi-
tion, users interacted with physical props in the room, see Figure 4a.
In the VR condition, users interacted with virtual counterparts,
which were offset from the real purpose to avoid injuries, see Fig-
ure 4b. As a result, the VR play area was smaller (4×3m vs 1.5×2m).
The study took place in the same university laboratory.

4.1.1 AR Condition. In AR, participants used only one controller,
with which they could grab and move certain virtual objects. The
reason for this is that they had to interact with real objects with
their other free hand or put the controller down.

We have used markers to integrate virtual objects that were not
initially present into the AR escape room. As soon as the headset
scanned these in MR, a virtual object appeared. We used a total of
sevenmarkers for our application. Some of the objects that appeared
were static and drawn to the position of the marker, while others,
namely the three stars, could be interacted with after they appeared.
The static objects were deactivated once a newmarker was scanned,
but could be reactivated by scanning the respective marker.

In Puzzle 1, the players had to open a real curtain at the window.
Amarker was placed behind it, through which the star constellation
was represented. For Puzzle 2, a real light switch had to be operated
to display the virtual starry sky. The three markers used to activate
the missing virtual stars in the constellation were hidden in three

(a) AR (b) VR

Figure 4: The room layout in both conditions.

different physical books. The password entry in Puzzle 3 was done
via a physical desktop PC with a real keyboard and mouse.

4.1.2 VR Condition. In VR, two controllers were tracked and dis-
played to the user as virtual hands. The participants physically
walked while using the VR escape room. We implemented the pass-
word entry in Puzzle 3 with an input field and a virtual keyboard as
UI elements. The virtual objects that appeared in AR by scanning
markers were triggered in VR by user interactions. All physical
objects from the AR condition were recreated as 3D models in VR
to design the two escape rooms as identically as possible.

4.2 Procedure
Upon arrival, we explained the study to the participants, obtained
their consent, and they completed their demographic data (see
Appendix A). We assigned them randomly to the conditions (AR or
VR). To familiarize themselves with the controls of the respective
technology before the actual escape game, the test subjects were
asked to play a short tutorial. In the tutorial application, they found
themselves in the same environment as later in the escape room, but
without the puzzle elements. The participants then had to take turns
grabbing the two objects and placing them on the table, allowing
them to understand the controls. After completing the tutorial, the
participants played the escape game in the technology assigned
to them. In line with real escape rooms, we set a time limit to
complete the room of 10minutes. After the timewas up, participants
completed the final questionnaires, and we gave them the option
to remove final comments on their general experience of the study
in the form of qualitative data.

4.3 Measurements
To investigate our hypotheses, we collected a set of measurements
based on related work (see Section 2). CL can be measured using
a variety of metrics, including subjective measurement methods
such as questionnaires, as well as objective metrics such as user
behavior and physical reactions [28].

We asked participants a set of demographic questions (see Ap-
pendix A). Moreover, we asked participants to fill in a raw NASA-
TLX to measure task load [12], IPQ [6], User Experience Ques-
tionnaire (UEQ) [49], and Mixed Reality Experience Questionnaire
(MREQ) [48]. Moreover, we recorded the user interactions to ex-
tract task performance and task completion time (TCT). In addition,
we collected eye-tracking data to understand the users’ CL. While
pupil dilation can be interpreted as a sign of changes in the CL, a
high frequency of eye blinks can reveal an increased CL as well as
frustration during task-solving [11, 21].

4.4 Participants
We recruited 60 participants via snowball sampling. Those had an
average age of 28.5 years with a standard deviation of 7.6, while
35 identified as female and 25 as male. On average they rated their
AR experience (𝑄𝐷𝑒𝑚𝑜4) as a 2.8 (𝑆𝐷 = 1.6, 𝑚𝑖𝑛 = 1, 𝑚𝑎𝑥 = 7)
VR experience (𝑄𝐷𝑒𝑚𝑜8) as a 3.4 (𝑆𝐷 = 1.6,𝑚𝑖𝑛 = 1,𝑚𝑎𝑥 = 7) on
ca scale from 1 to 7 (No previous experience to Expert, respectively.
With respect to AR and VR usage frequency, they use AR and VR
similarly frequently (𝑄𝐷𝑒𝑚𝑜5 and 𝑄𝐷𝑒𝑚𝑜9). For both, most (23)
stated that they use it "Once a year or less" and "Never", 19 for AR
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and 13 for VR. Followed by "Once every few months", 10 for AR
and 14 for VR. Finally, 4 used AR more than once per month and
10 used VR more than once per month. Eight participants owned a
VR device (𝑄𝐷𝑒𝑚𝑜10), comprising five Meta Quest 2 and one Meta
Quest 3. Furthermore, the Lenovo ThinkReality VRX glasses were
mentioned once, and a not further defined VR headset. 16 people
stated that they owned an AR device (𝑄𝐷𝑒𝑚𝑜6). Among these, the
cell phone (15 times) or tablet (1 time) was mentioned above. Meta
Quest 3 was also mentioned once. We compensated participants
with 10€ per hour.

5 Results
We employed several measurements to thoroughly and accurately
examine the hypotheses.

5.1 Task Performance
For Puzzle 1, AR had a slightly lower completion rate (93.33%) than
VR with a 100% completion rate. Both conditions performed well
on Puzzle 2, with VR slightly outperforming AR when comparing
their success rates of 90% vs. 80%. Since the entire escape room was
considered won once Puzzle 3 had been successfully solved, both
had the same success rate. In both, the AR condition had a lower
completion rate (33.33%) than the VR condition with a 60% comple-
tion rate. Overall, VR condition performed better across all puzzles
and the whole escape game compared to AR condition. Since the
puzzles of the escape room were identical in both conditions, it
could be assumed that the nature of the technologies used (AR and
VR) caused the differences in the performances of the two condi-
tions to be presented here. However, Fisher’s Exact Test showed no
significant difference (𝑝 = .069).

5.2 Task Completion Time
For the TCT, we found a significant difference between the two
presentations, see Table 1. Here, participants completed the VR
condition faster than the AR condition, see Figure 5. When looking
at the individual puzzles, we found that participants finished Puzzle
1 statistically significantly faster in VR than in AR (Shapiro–Wilk
test:𝑊 = .914, 𝑝 < .001; Mann–Whitney U test:𝑊 = 668, 𝑝 < .001).
However, there was no difference for Puzzle 2 (Shapiro–Wilk test:
𝑊 = .914, 𝑝 = 0.682; t-test: 𝑡 = −0.992, 𝑝 = 0.326) and Puzzle 3
(Shapiro–Wilk test:𝑊 = 0.859, 𝑝 < .001; Mann–Whitney U test :
𝑊 = 97, 𝑝 = 737).

Figure 5: The TCT for the three puzzles.

(a) Pupil Diameters

(b) Blink Rates

Figure 6: Violin plot comparing the means of the a) pupil
diameter and b) blink rates of the AR and VR conditions.

5.3 Eye-Tracking Measures
First, we investigated the change in pupil diameter as a workload
measure. We calculated the linear slope for each completed Puzzle.
We ignored incomplete puzzles as they might have given up, and
thus, the workload might have dropped as a result. For the entire
game experience, a statistically significant difference was observed
between the two conditions, as shown in Table 1. The pupil diameter
showsmoreworkload inVR than inAR, see Figure 6a.When looking
at the individual puzzles, we found that in Puzzle 1, participants
had a statistically significant increase in pupil diameter in AR than
in VR (Shapiro–Wilk test:𝑊 = 0.786, 𝑝 < .001; Mann–Whitney
U test:𝑊 = 158, 𝑝 < .001). However, there was no difference for
Puzzle 2 and Puzzle 3 (Shapiro–Wilk test: 𝑊 = .805, 𝑝 < .001;
Mann–Whitney U test:𝑊 = 257, 𝑝 = .421 and Shapiro–Wilk test:
𝑊 = .805, 𝑝 = .052; t-test: 𝑡 = −0.974, 𝑝 = 0.348; respectively).

Next, we investigated the blink frequency as a workload measure.
Here, we did not find a significant difference in the average blink
rate across the puzzles, see Table 1 and Figure 6b. However, when
investigating the individual puzzles, we found that participants had
a significantly higher blink frequency in AR in Puzzle 1 compared
to VR (Shapiro–Wilk test:𝑊 = 0.760, 𝑝 < .001; Mann–Whitney
U test:𝑊 = 527.5, 𝑝 = .024), indicating a higher CL in AR than
VR. Nevertheless, there was no difference for Puzzle 2 and Puzzle
3 (Shapiro–Wilk test:𝑊 = .587, 𝑝 < .001; Mann–Whitney U test:
𝑊 = 348, 𝑝 = .305 and Shapiro–Wilk test:𝑊 = .879, 𝑝 = .004;
Mann–Whitney U test:𝑊 = 105, 𝑝 = 0.472; respectively).
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Table 1: The statistical results for the comparison VR vs AR. † If the Shapiro–Wilk test shows data normality, we performed
t-tests. ∗ If the Shapiro–Wilk test shows data normality, we used the Vargha and Delaney A effect size measure, else Cohen’s d.

AR VR

CI95 CI95 Shapiro–Wilk test Mann–Whitney U/t test†

Measurement Median low up Median low up W p Z/t p Effect Size*

TCT 600. 578.26 600. 551.38 513.45 600. .723 <.001 577. .042 .641
Pupil Change . −.001 .002 . .002 .005 .861 <.001 176. <.001 .245
Blink Rate .18 .12 .23 .13 .09 .17 .742 <.001 488. .185 .617

raw NASA TLX [12]
raw NASA TLX 8.67 7.33 9.83 7.42 6.25 8.75 .742 .552 1.956 .055 .505
Mental Demand 11. 6.5 12. 8.5 7. 12. .925 .001 507.5 .392 .564
Physical Demand 5. 4. 6.5 3. 2. 5. .897 <.001 545. .157 .606
Temporal Demand 7. 6. 10. 7. 4.5 10. .951 .017 468. .789 .520
Performance 13. 11. 14. 8.5 5. 16. .935 .003 525.5 .263 .584
Effort 9. 7.5 13. 6.5 4. 10. .949 .014 579.5 .055 .644
Frustration 4. 1.5 10. 2. 1. 3.5 .834 <.001 560. .101 .622

UEQ [30]
Attractiveness 1.75 .50 2.25 2.25 2. 2.67 .858 <.001 272. .008 .302
Perspicuity 1.5 1.25 2. 2. 1.75 2.25 .898 <.001 335.5 .089 .373
Efficiency 1. .50 1.62 1.88 1.5 2.12 .917 .001 270.5 .008 .301
Dependability 1. .62 1.5 1.12 .88 1.38 .960 .048 378.5 .288 .421
Stimulation 2. 1.25 2.25 2.25 1.75 2.62 .900 <.001 339. .097 .377
Novelty 2. 1.62 2.25 2.25 1.5 2.62 .928 .002 403.5 .489 .448
Pragmatic Quality 1.33 .62 1.62 1.5 1.29 1.92 .942 .007 321.5 .057 .357
Hedonic Quality 1.94 1.44 2.19 2.12 1.75 2.56 .932 .002 366. .213 .407

IPQ [6]
Presence 3.35 2.82 3.74 4.22 3.88 4.68 .952 .020 178.5 <.001 .198
Spatial Presence 4.2 3.6 4.8 4.8 4.6 5.2 .897 <.001 279. .011 .310
Involvement 1.5 1.25 2. 4. 3.38 4.5 .960 .046 92.5 <.001 .103
Experienced Realism 2.75 2.25 3. 2.88 2.38 3.38 .960 .569 −1.912 .061 .494

MREQ [48]
P(RE) 2. 1. 3. −1. −2.5 .50 .864 <.001 749. <.001 .832
P(VE) 2. 1.5 2.5 3. 2. 3. .788 <.001 306. .022 .340
P(RO) 3. 2. 3. −2. −3. −1. .792 <.001 796.5 <.001 .885
P(VO) 3. 2. 3. 3. 3. 3. .553 <.001 394. .302 .438
Usr-RE 2. 1.5 2.5 −1. −2. . .892 <.001 840.5 <.001 .934
Usr-VE 1. 1. 2. 2. 2. 3. .888 <.001 254.5 .003 .283
Usr-VO 1. 1. 1.5 2. . 2. .881 <.001 409.5 .541 .455
VO-VE 3. 2. 3. 3. 2. 3. .707 <.001 419. .606 .466
VO-VO 2. 1. 2. 2. 1. 3. .849 <.001 365.5 .196 .406

5.4 Perceived Workload
For the raw NASA-TLX [12], we found no significant differences,
see Table 1. All subscales of the NASA TLX exhibit the same trend,
where AR is rated higher than VR; see Figure 7. Thus, the descriptive
statistics suggest a slightly higher workload for AR, see Figure 7.

5.5 Perceived User Experience
We asked the participants to rate the perceived user experience
measured by the UEQ [30]. We found that VR generally scores
higher on the six sub-scales of the UEQ, see Figure 8. However, we

only found statistically significant differences for two measures
(Attractiveness, and Efficiency), see Table 1.

5.6 Users’ Sense of Presence
We found that the general presence measured by the IPQ scale [6]
is significantly different between the two conditions, see Table 1.
Moreover, we found that Spatial Presence and Involvement are sig-
nificantly higher in the VR condition. However, Experienced Realism
was not different, see Figure 9.
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Figure 7: Comparison of the raw NASA-TLX [12] results be-
tween the AR and VR conditions. * lower indicates better
perceived performance.

5.7 Users’ Perception of the AR and VR
Environments

We found that the perception questions P(RE), P(VE), and P(RO) are
all statistically different in the two conditions; however, not P(VO),
see Figure 10. As such, in both conditions, virtual objects were
perceived as not different. Similarly, the user-perceived actuality
questions Usr-RE and Usr-VE are different, but not the interaction
with the virtual objects (Usr-VO). Thus, the virtual objects in both
conditions had similar perceived distances.

5.8 Users’ General Impression
In AR (n=30), 23.3% mentioned positive aspects, for example, “This
was really fun!” (P54). With respect to coherence, participants com-
mented that the real and virtual elements were easily distinguish-
able (P42), and a slight disconnect from the real world was perceived
(P36). One participant commented: “I was especially disgusted by
the moment we needed to look up. The stars on the ceiling were
very hard to interact with because the AR device’s weight made the
work quite annoying and tedious.” (P34). Another test subject felt
disturbed by the cables and commented, “It was difficult to focus
on the virtual world while trying not to cause any harm to the
headset, cables, etc. Hence, naturally, the experience was not fully
virtual.” (P59). One participant mentioned that the tracking and the

Figure 8: Violin plots of the UEQ sub-scales [30] between the
AR and VR conditions.

Figure 9: Comparison of the IPQ scale [6] means between the
AR and VR conditions.

motions did not work correctly, which negatively impacted their
overall experience (P37). Further, 13,33% submitted suggestions for
improvement, like a broader time limit (P39 & P41).

In VR (n=30), 30% of the participants did not provide relevant
answers. 40% gave positive feedback about the escape room or the
overall experience, like “Interesting and funny experience” (P1).
6.67% mentioned that the headset’s cables and its weight disturbed
them during the experience. One participant stated that the sound
effects via the headphones contributed to the immersion (P25). An-
other participant reported a high level of immersion, as they wanted
to place the physical controllers on the virtual table (P3). This par-
ticipant further mentioned that the tracking of the controllers did
not work reliably and, thus, negatively influenced the experience.
In this condition, 10% noted that the escape game could have been
longer and more diversified. Another test subject remarked that
even though the graphics were convincing, there was still a huge
difference when compared to the real world (P9).

Finally, 13.33% of participants had a negative opinion of the Varjo
XR-3, especially with regard to wearing comfort.

6 Discussion
We discuss our research findings based on our three hypotheses.
Afterward, we provide design implications for future cognitively
demanding AR/VR escape rooms.

Figure 10: Violin plots comparing the MREQ items between
the AR and VR conditions.
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6.1 H1: Differences in Perceived Coherence
Based on the split-attention-effect [55] and the concept of process-
ing fluency [45] we derived our H1 as current AR applications
have a natural break in consistency in the visual representation of
physical and virtual objects in contrast to VR applications, which
can challenge users while recognizing the connection between the
differently visualized objects, see Section 2. With ourH1, we inves-
tigated whether perceived coherence is higher in VR than in AR.
There were no statistically significant differences in Experienced Re-
alism between AR and VR, see Section 5.6. The MREQ item VO-VE
(see Section 5.7) revealed high coherence in VR since virtual objects
were strongly assigned as belonging to the virtual environment.
In contrast, AR participants were more convinced that the virtual
objects belonged to the virtual environment than to the real envi-
ronment. This indicates a low perceived coherence between the
real and virtual environments in AR. The qualitative data further
promotes low coherence in AR. The collected data suggest that
perceived coherence was higher in VR than in AR, which aligns
with related work [58]. However, H1 can not be confirmed with
statistically significant differences.

6.2 H2: Differences in Cognitive Load
Related work provides evidence that AR induced higher CL com-
pared to non-AR scenarios [11, 27, 31] and in direct comparison to
VR [58, 60]. Based on these previous findings, our H2 states that
“the CL in AR is higher than in VR.” This is supported by the fact that
task performance was significantly greater and the task completion
time significantly lower in VR (see Section 5.1 and 5.2). While VR
further evoked a lower blink rate than AR, the pupil diameter slope
was greater in VR than in AR (see Section 5.3). Moreover, the sig-
nificantly higher feelings of Involvement and Spatial Presence in VR
(see Section 5.6) indicate lower CL in VR [39]. In contrast to VR, AR
participants tended not to feel as part of the virtual environment
(see Section 5.7). Given these five metrics (task performance, task
completion time, blink rate, IPQ, and MREQ), VR evokes a lower
level of CL than AR. Thus, we can verify our H2, which resembles
our findings from our literature research.

6.3 H3: Difference in Game Enjoyment
Regarding our literature review, both AR and VR can have a positive
effect on enjoyment, while there has not been a direct comparison
between the two technologies in the context of enjoyment. A high
sense of presence positively influences CL [39] as well as enjoyment
[19]. And given our H2, telepresence in VR is stronger than the
local presence in AR. Additionally, AR applications require more
cognitive resources than VR applications [54], which might lead
to higher frustration and, therefore, less enjoyment [13]. Our H3
states that “in VR, the participants perceive more enjoyment than
in AR.” Participants completed the UEQ to investigate enjoyment.
In our study, VR achieved better results than AR on all scales (see
Section 5.5). Therefore, VR tends to provide a better user experience
than AR. Nevertheless, hedonistic qualities and the NASA-TLX sub-
scale Frustration, which are particularly important for enjoyment,
did not show statistically significant differences between VR and
AR. However, since we frequently argued that presence is closely
linked to enjoyment [19], the first of which was significantly higher

in VR (see Section 5.6), we assume that VR produced higher levels
of enjoyment than AR. Hence, our results confirm H3.

6.4 Design Implications
First, we derive general design implications for cognitively demand-
ing XR applications and then address the specific requirements of
AR and VR separately. To keep the CL low, we recommend making
interaction with virtual objects in XR environments as natural as
possible, for example, through hand tracking. This allows users
to move within an application as they would in a purely physical
world. Thus, they do not have to learn new interaction concepts,
which would require additional CL.

6.4.1 AR. We identified potential opportunities for enhancing the
design of physical environments that utilize AR applications. Varjo
provided the markers used in our AR setup, which resemble QR
codes. Due to their abstract look, participants quickly realized that
there was something to discover and, thus, assigned a high level of
importance to the virtual objects that appeared after scanning. This
sometimes led them down the wrong path and made them neglect
other relevant objects. Therefore, we suggest using image targets
instead of abstract markers, since they can be individually designed
and, thus, better integrated into the environmental context.

The physical environment should only contain objects relevant
to the AR application, thereby minimizing distractions for partici-
pants. We also observed that some participants were inhibited when
using physical objects in an unfamiliar room. This could be because
our user study took place in a university laboratory or because
the study organizer was in the same room during the escape game.
Therefore, we further suggest that the study organizers are either
not in the same room or act as part of the application’s story. In
both cases, this would promote the immersion of the participants
and, thus, prevent an increase in their CL.

6.4.2 VR. For cognitively demanding VR applications, we formu-
late design proposals primarily concerning interactions. In our
escape game, we have provided an offset grab that works via a ray,
which indicates whether a virtual object is capable of interaction.
The participants sometimes had difficulty understanding this un-
natural visualization. Some accidentally pressed a controller button
while the ray was active and, thus, unintentionally interacted with
objects. To prevent this, interaction methods should be understand-
able and ideally based on concepts that are familiar to the real
world to avoid frustration. For VR applications that resemble the
real world, we recommend designing interactions in such a way
that they require the same effort as in the physical environment.
Another drawback of ray visualization is that it makes it possible to
recognize more quickly in VR whether a virtual object can interact
with it, in contrast to the physical counterparts in AR.

6.4.3 The Digitally Enhanced Escape Room. Our escape room is
based on a scenario that is not possible in the physical world (starry
sky in a room, tangible stars). This is possible in both VR and AR.
Nevertheless, VR offers more possibilities than AR when it comes
to depicting such physically impossible scenarios, as the real world
is completely replaced by the former. Our collected data shows that
a higher coherence, as well as a tendency towards a lower CL and
a higher level of enjoyment, were perceived in VR compared to
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AR. This leads us to conclude that unnatural scenarios are more
suitable for VR applications than for AR. We assume that virtual
objects that cannot exist in the real world represent a greater break
in the consistency of the displayed environment than those known
from the physical world. This further impairs processing fluency,
which ultimately harms perceived coherence and CL. Our escape
room scenario is, therefore, more suitable for VR, while AR should
be utilized for use cases in which concepts from the real world
are being enhanced by virtual elements. Therefore, the purpose
of AR is not to disguise the physical room with virtual elements
but to combine the virtual and the physical environment into one
harmonized whole. The aim of VR, on the other hand, is to realize
scenarios in which concepts of the physical world are not relevant
and cannot be implemented because of high costs and/or impossible
conditions (e.g., an escape room on Mars).

Single- vs. Multi-User. While we focused on the impact of AR
and VR on CL in a single-player setting, it is crucial to consider
how these findings translate to multiplayer environments. As AR
and VR technologies continue to advance, multiplayer experiences
are becoming increasingly popular, raising questions about how
social interactions and collaborative experiences might influence
CL. Future studies should aim to replicate our experiment in a mul-
tiplayer context to explore whether the differences in CL between
AR and VR persist. Moreover, researchers could investigate how
different multiplayer configurations, such as competitive versus
cooperative play, affect CL in both environments. By extending our
findings to multiplayer scenarios, we can gain an understanding of
the interplay between technology, social interaction, and cognition.

Co-located vs. Remote. The implications of co-located vs. remote
scenarios in AR and VR escape rooms warrant consideration. In VR
escape rooms, a remote scenario is more suitable as it eliminates
the need for physical props and allows all players to experience the
same virtual environment. This is particularly beneficial as physi-
cally recreating the same environment for multiple players would
be impractical. Conversely, co-located scenarios in VR are less ideal
due to the limitations of being unable to see fellow players in real
life and the increased risk of accidental collisions due to a dimin-
ished sense of presence in the physical environment. In contrast,
AR escape rooms are more suitable for co-located scenarios as they
enable players to share the same physical space and interact in real
time. However, remote AR scenarios present challenges, requiring
each player to have an identical physical environment, which is
often unfeasible, limiting interactions to virtual elements only.

6.5 Limitations
With our research, we aimed to directly compare CL and enjoyment
in AR and VR using the same hardware and room setup. Due to re-
stricted hardware resources and laboratory space, our contribution
has some limitations. Here, as with most HMD studies, participants
criticized the low comfort of wearing the HMD as well as the un-
stable tracking. Moreover, as see-through technology is not perfect
yet, natural light may not be presented flawlessly in the headset.

Although our user study took place in the same room, the play
area between the two conditions differed, as the physical props
would pose a hazard to the VR participants. On the other hand, only

the spaces between the puzzles are impacted by this; the puzzles
themselves were not affected by the play area. Moreover, due to
the nature of AR, we utilized real-world markers to trigger actions,
whereas in VR, user interactions trigger actions. This difference
could have affected the outcome.

The eye-tracking functionality of the HMD did not work reliably
for two participants in the AR condition. As a result, we were
unable to collect eye-tracking data from two test subjects and were
unable to conclude their CL using this metric. Our eye-tracking
data, therefore, only includes 58 participants.

In our study, we ensured that all conditions were comparable,
particularly regarding head presentation quality, visibility, and over-
all usability. To achieve this, we used the same device for both AR
and VR conditions. However, this approach limited us to using
video see-through AR. Recent findings by Javaheri et al. [20] indi-
cate differences between video and optical see-through AR, and
the impact of such hardware differences on our results remains
unclear. Similarly, Ballestin et al. [3] reported tradeoffs between
the two approaches. Therefore, future work should investigate how
our findings generalize to true optical see-through systems.

7 Conclusion
This paper investigates the impact of AR and VR on cognitive load
and immersive experiences in escape rooms. Our user study with
60 participants revealed that AR induces a significantly higher
cognitive load than VR despite using the same hardware and en-
vironment. Moreover, presence and usability were higher in VR.
The results suggest that AR environment designers need to con-
sider the increased cognitive load to enhance user experience and
performance. We highlighted future implications for cognitively
demanding AR/VR environments, such as escape rooms, including
making interactions natural and promoting processing fluency as
well as immersion to prevent increased cognitive load. Our results
are the first to be based on a direct comparison regarding enjoyment
in AR/VR, operated under identical technical conditions for both
technologies.

However, further research is required to ensure the generaliz-
ability of our results. Ordinarily, escape rooms are joined in a team
of about four to eight [10, 34]. To fulfill the typical application con-
text of escape rooms, our single-player escape room concept could
be expanded in the future so that it is suitable for multiple users.
A user study can then be conducted again with several HMDs to
investigate how the CL in a multi-user context differs from our
results. Furthermore, escape room experiences usually last longer
than ten minutes. As a rule, the team has a time limit of usually
one hour [34]. In addition, several test subjects wished for more
time to play the escape room. With a longer time limit, future work
could include additional puzzles as well as more elements, and
therefore investigate CL, perceived coherence, and enjoyment in
more extensive escape rooms.

Open Science
We encourage readers to review, reproduce, and extend our find-
ings. To achieve this goal, we open-sourced Unity code at GitHub
https://github.com/mimuc/AR-VR-escape-room and analysis script
available at Zenodo http://doi.org/10.5281/zenodo.17398134.

https://github.com/mimuc/AR-VR-escape-room
http://doi.org/10.5281/zenodo.17398134
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A Appendix
Demographic questions:

QDemo1 How old are you? [Number]
QDemo2 Which gender do you identify with the most?
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QDemo3 What is your current occupation?
QDemo4 Howmuch previous experience do you have with augmented

reality? [7-point Likert item, 1 = No previous experience, 7
= Expert]

QDemo5 How frequently do you use augmented reality? [7-point
Likert item, Daily, Once a week, Multiple times a week, Once
a month, Once every few months, Once a year or less, Never]

QDemo6 Do you own an augmented reality device? [yes/no]
QDemo7 If yes, which device? [Free text]

QDemo8 How much previous experience do you have with virtual
reality?[7-point Likert item, 1 = No previous experience, 7 =
Expert]

QDemo9 How frequently do you use virtual reality? [7-point Likert
item, Daily, Once a week, Multiple times a week, Once a
month, Once every few months, Once a year or less, Never]

QDemo10 Do you own a virtual reality device? [yes/no]
QDemo11 If yes, which device? [Free text]
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